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#### Abstract

Petri box calculus (PBC) is a well-known algebra of parallel processes with a Petri net semantics. Discrete time stochastic and deterministic PBC (dtsdPBC) extends PBC with discrete time stochastic and deterministic delays. dtsdPBC has a step operational semantics via labeled probabilistic transition systems and a Petri net denotational semantics via dtsd-boxes, a subclass of labeled discrete time stochastic and deterministic Petri nets. To evaluate performance in dtsdPBC, the underlying semi-Markov chains (SMCs) and (reduced) discrete time Markov chains (DTMCs and RDTMCs) of the process expressions are analyzed. Step stochastic bisimulation equivalence that compares the qualitative and quantitative behaviour is used for quotienting the transition systems, SMCs, DTMCs and RDTMCs of the process expressions while preserving their stationary behaviour and residence time properties. We construct in dtsdPBC a case study that demonstrates how the method of modeling, performance analysis and behaviour reduction by quotienting for concurrent systems with discrete fixed and stochastic delays is applied to the generalized shared memory system with maintenance. Such a generalized system takes as variables the probabilities and weights from the standard one's specification. Then the variable generalized probabilities of the reduced quotient DTMC are treated as parameters to be adjusted for the performance optimization of the modeled system.
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## 1 Introduction

Process calculi, like CSP [15], ACP [4] and CCS [30] are well-known formal models for specification of computing systems and analysis of their behaviour. In such process algebras (PAs), formulas describe processes, and verification of the functionality properties of their behaviour is accomplished at a syntactic level via equivalences, axioms and inference rules. In order to represent stochastic
timing and analyze the performance properties, stochastic extensions of PAs were proposed, like MTIPP [13], PEPA [14] and EMPA [7]. Such stochastic process algebras (SPAs) specify actions which can occur (qualitative features) and associate with the actions the distribution parameters of their random delays (quantitative characteristics).

### 1.1 Petri box calculus (PBC)

Petri box calculus ( PBC ) $[8,10,9]$ is a flexible and expressive process algebra developed as a tool for specification of the Petri nets (PNs) structure and their interrelations. Its goal was also to propose a compositional semantics for high level constructs of concurrent programming languages in terms of elementary PNs. Formulas of PBC are combined from multisets of elementary actions and their conjugates, called multiactions (basic formulas). The empty multiset of actions is interpreted as the silent multiaction specifying an invisible activity. The operational semantics of PBC is of step type, since its SOS rules have transitions with (multi)sets of activities, corresponding to simultaneous executions of activities (steps). A denotational semantics of PBC was proposed via a subclass of PNs with an interface and considered up to isomorphism, called Petri boxes. The extensions of PBC with a deterministic, a nondeterministic or a stochastic model of time exist.

### 1.2 Time extensions of PBC

A time extension of PBC with a nondeterministic time model, called time Petri box calculus ( tPBC ), was proposed in [17]. In tPBC , timing information is added by associating time intervals with instantaneous actions. tPBC has a step time operational semantics in terms of labeled transition systems. Its denotational semantics was defined in terms of a subclass of labeled time Petri nets (LtPNs), based on tPNs [29] and called time Petri boxes (ct-boxes).

Another time enrichment of PBC, called Timed Petri box calculus (TPBC), was defined in $[25,26]$, it accommodates a deterministic model of time. In contrast to tPBC, multiactions of TPBC are not instantaneous, but have time durations. TPBC has a step timed operational semantics in terms of labeled transition systems. The denotational semantics of TPBC was defined in terms of a subclass of labeled Timed Petri nets (LTPNs), based on TPNs [35] and called Timed Petri boxes (T-boxes).

The third time extension of PBC, called arc time Petri box calculus (atPBC), was constructed in [33, 34], and it implements a nondeterministic time. In atPBC, multiactions are associated with time delay intervals. atPBC possesses a step time operational semantics in terms of labeled transition systems. Its denotational semantics was defined on a subclass of labeled arc time Petri nets (atPNs), based of those from [11, 12], where time restrictions are associated with the arcs, called arc time Petri boxes (at-boxes). tPBC, TPBC and atPBC, all adapt discrete time, but TPBC has no immediate (multi)actions (those with zero delays).

### 1.3 Stochastic extensions of PBC

A stochastic extension of PBC, called stochastic Petri box calculus (sPBC), was proposed in $[24,20,21]$. In sPBC, multiactions have stochastic delays that follow (negative) exponential distribution. Each multiaction is equipped with a rate that is a parameter of the corresponding exponential distribution. The (instantaneous) execution of a stochastic multiaction is possible only after the corresponding stochastic time delay. The calculus has an interleaving operational semantics defined via transition systems labeled with multiactions and their rates. Its denotational semantics was defined in terms of a subclass of labeled continuous time stochastic PNs, based on CTSPNs [27,2] and called stochastic Petri boxes (s-boxes).
sPBC was enriched with immediate multiactions having zero delay in [22, 23]. We call such an extension generalized sPBC (gsPBC). An interleaving operational semantics of gsPBC was constructed via transition systems labeled with stochastic or immediate multiactions together with their rates or probabilities. A denotational semantics of gsPBC was defined via a subclass of labeled generalized stochastic PNs, based on GSPNs [27,2,3] and called generalized stochastic Petri boxes (gs-boxes).

In [36-39], we presented a discrete time stochastic extension dtsPBC of the algebra PBC. In dtsPBC, the residence time in the process states is geometrically distributed. A step operational semantics of dtsPBC was constructed via labeled probabilistic transition systems. Its denotational semantics was defined in terms of a subclass of labeled discrete time stochastic PNs (LDTSPNs), based on DTSPNs [31, 32] and called discrete time stochastic Petri boxes (dts-boxes).

In [43-47], a calculus dtsiPBC was proposed as an extension with immediate multiactions of dtsPBC. Immediate multiactions increase the specification capability: they can model logical conditions, probabilistic branching, instantaneous probabilistic choices and activities whose durations are negligible in comparison with those of others. They are also used to specify urgent activities and the ones that are not relevant for performance evaluation. The step operational semantics of dtsiPBC was constructed with the use of labeled probabilistic transition systems. Its denotational semantics was defined in terms of a subclass of labeled discrete time stochastic and immediate PNs (LDTSIPNs), called dtsi-boxes.

In [40-42], we defined dtsdPBC, an extension of dtsiPBC with deterministic multiactions. In dtsdPBC, besides the probabilities from the real-valued interval $(0 ; 1)$, applied to calculate discrete time delays of stochastic multiactions, also non-negative integers are used to specify fixed delays of deterministic multiactions (including zero delay, which is the case of immediate multiactions). To resolve conflicts among deterministic multiactions, they are additionally equipped with positive real-valued weights. As argued in $[50,48,49]$, a combination of deterministic and stochastic delays fits well to model technical systems with constant (fixed) durations of the regular non-random activities and probabilistically distributed (stochastic) durations of the randomly occurring activities. dtsdPBC has a step operational semantics, defined via labeled probabilistic transition systems. The denotational semantics of dtsdPBC was defined in terms of a subclass
of labeled discrete time stochastic and deterministic Petri nets (LDTSDPNs), called dtsd-boxes.

### 1.4 Our contributions

As a basis model, we take discrete time stochastic and deterministic Petri box calculus (dtsdPBC), presented in [40-42], featuring a step operational semantics. Here we do not consider the Petri net denotational semantics of the calculus, since it was extensively described in [40]. In that paper, a consistency of the operational and denotational semantics with respect to step stochastic bisimulation equivalence was proved. Hence, all the results established for the former can be readily transferred to the latter up to that equivalence.

In $[41,42]$, with the embedding method, based on the embedded DTMC (EDTMC) specifying the state change probabilities, we constructed and solved the underlying stochastic process, which is a semi-Markov chain (SMC). The obtained stationary probability masses and average sojourn times in the states of the SMC were used to calculate the performance measures (indices) of interest. The alternative solution techniques were also developed, called abstraction and elimination, that are based respectively on the corresponding discrete time Markov chain (DTMC) and its reduction (RDTMC) by eliminating vanishing states (those with zero sojourn times).

In [40, 42], we proposed step stochastic bisimulation equivalence to identify algebraic processes with similar qualitative and quantitative behaviour. We established consistency of the operational and denotational semantics of dtsdPBC up to that equivalence. We examined the interrelations of the proposed notion with other equivalences of the algebra. The introduced equivalence was applied to reduce (by quotienting) the transition systems, SMCs, DTMCs and RDTMCs of the process expressions while preserving their qualitative and quantitative characteristics. We proved that the equivalence guarantees identity of the stationary behaviour and residence time properties in the equivalence classes. This implies coincidence of the performance indices based on the steady-state probabilities and sojourn time averages for the complete and quotient behaviour.

In the present paper, we describe a case study of a system consisting of two processors and a common shared memory with maintenance that explains how to model concurrent systems within the calculus and analyze their performance, as well as how to reduce the systems behaviour while preserving their performance indices and making easier the performance evaluation. We consider a generalized variant of the shared memory system by treating the probabilities and weights from the standard system's specification as variables (parameters) that possess general values. First, we consider a process expression of the concrete system that differentiates among the processors, and then we analyze its functionality and performance using the corresponding transition system, SMC, DTMC and RDTMC. Second, we model the abstract system that abstracts from the names of the processors (by making identical the actions from their specifications), in order to apply reduction by the equivalence. The quotients of the abstract system's behaviour (represented by the transition system, SMC, DTMC
and RDTMC) by the step stochastic bisimulation equivalence are constructed. Third, the generalized probabilities of the reduced quotient DTMC (coinciding with the quotient RDTMC) are treated as parameters (or variables of the performance index functions) to be adjusted for the abstract system's performance optimization. Thus, the main contributions of the paper are as follows.

- Performance analysis of the concrete generalized shared memory system with maintenance using its transition system, SMC, DTMC and RDTMC.
- Performance analysis of the abstract system via its quotient (by step stochastic bisimulation equivalence) transition system, SMC, DTMC and RDTMC.
- Performance optimization by adjusting the quotient RDTMC probabilities, treated as parameters of the abstract system's performance index functions.


### 1.5 Structure of the paper

In Section 2, the syntax of algebra dtsdPBC is proposed. In Section 3, the operational semantics of the calculus in terms of labeled probabilistic transition systems is presented. Step stochastic bisimulation equivalence is defined and investigated in Section 4. In Section 5, the equivalence quotients of the transition systems and corresponding Markov chains of the process expressions are constructed. In Section 6, the introduced equivalence is proved to preserve the stationary behaviour and residence time properties in the equivalence classes. In Section 7, the generalized shared memory system with maintenance is presented as a case study. Section 8 summarizes the results and outlines future research.

## 2 Syntax

In this section, we propose the syntax: activities, operations and expressions.

### 2.1 Activities and operations

Multiset is a set with allowed identical elements.
Definition 1. Let $X$ be a set. A finite multiset (bag) $M$ over $X$ is a mapping $M: X \rightarrow \mathbb{N}$ with $|\{x \in X \mid M(x)>0\}|<\infty$, i.e. it has a finite number of elements.

We denote the set of all finite multisets over a set $X$ by $\mathbb{N}_{\text {fin }}^{X}$. Let $M, M^{\prime} \in$ $\mathbb{N}_{\text {fin }}^{X}$. The cardinality of $M$ is $|M|=\sum_{x \in X} M(x)$. We write $x \in M$ if $M(x)>0$ and $M \subseteq M^{\prime}$ if $\forall x \in X M(x) \leq M^{\prime}(x)$. We define $\left(M+M^{\prime}\right)(x)=M(x)+M^{\prime}(x)$ and $\left(M-M^{\prime}\right)(x)=\max \left\{0, M(x)-M^{\prime}(x)\right\}$. When $\forall x \in X, M(x) \leq 1, M$ can be seen as a proper set $M \subseteq X$. The set of all subsets (powerset) of $X$ is denoted by $2^{X}$.

Let $A c t=\{a, b, \ldots\}$ be the set of elementary actions. Then $\widehat{A c t}=\{\hat{a}, \hat{b}, \ldots\}$ is the set of conjugated actions (conjugates) such that $\hat{a} \neq a$ and $\hat{\hat{a}}=a$. Let $\mathcal{A}=$ Act $\cup \widehat{A c t}$ be the set of all actions, and $\mathcal{L}=\mathbb{N}_{\text {fin }}^{\mathcal{A}}$ be the set of all multiactions. Then $\emptyset \in \mathcal{L}$ specifies an internal move, i.e. the execution of a multiaction without visible action names. The alphabet of $\alpha \in \mathcal{L}$ is defined as $\mathcal{A}(\alpha)=\{x \in \mathcal{A} \mid \alpha(x)>0\}$.

A stochastic multiaction is a pair $(\alpha, \rho)$, where $\alpha \in \mathcal{L}$ and $\rho \in(0 ; 1)$ is the probability of the multiaction $\alpha$. This probability is interpreted as that of independent execution of the stochastic multiaction at the next discrete time moment. Such probabilities are used to calculate those to execute (possibly empty) sets of stochastic multiactions after one time unit delay. The probability 1 is left for (implicitly assigned to) waiting multiactions, i.e. positively delayed deterministic multiactions (to be defined later), which have weights to resolve conflicts with other waiting multiactions. We do not have probability 0 of stochastic multiactions, since they would not be performed in this case. Let $\mathcal{S \mathcal { L }}$ be the set of all stochastic multiactions.

A deterministic multiaction is a pair $\left(\alpha,\left\llcorner_{l}^{\theta}\right)\right.$, where $\alpha \in \mathcal{L}, \theta \in \mathbb{N}$ is the non-negative integer-valued (fixed) delay and $l \in \mathbb{R}_{>0}=(0 ; \infty)$ is the positive real-valued weight of the multiaction $\alpha$. This weight is interpreted as a measure of importance (urgency, interest) or a bonus reward associated with execution of the deterministic multiaction at the moment when the corresponding delay has expired. Such weights are used to calculate the probabilities to execute sets of deterministic multiactions after their delays. An immediate multiaction is a deterministic multiaction with the delay 0 while a waiting multiaction is a deterministic multiaction with a positive delay. In case of no conflicts among waiting multiactions, whose remaining times to execute (RTEs) are equal to one time unit, they are executed with probability 1 at the next moment. Deterministic multiactions have a priority over stochastic ones while immediate multiactions have a priority over waiting ones. Different types of multiactions cannot participate together in some step (parallel execution). Let $\mathcal{D} \mathcal{L}$ be the set of all deterministic multiactions, $\mathcal{I L}$ be the set of all immediate multiactions and $\mathcal{W} \mathcal{L}$ be the set of all waiting multiactions. We have $\mathcal{D} \mathcal{L}=\mathcal{I} \mathcal{L} \cup \mathcal{W} \mathcal{L}$.

The same multiaction $\alpha \in \mathcal{L}$ may have different probabilities, (fixed) delays and weights in the same specification. An activity is a stochastic or a deterministic multiaction. Let $\mathcal{S D} \mathcal{L}=\mathcal{S} \mathcal{L} \cup \mathcal{D} \mathcal{L}=\mathcal{S} \mathcal{L} \cup \mathcal{I} \mathcal{L} \cup \mathcal{W} \mathcal{L}$ be the set of all activities. The alphabet of an activity $(\alpha, \kappa) \in \mathcal{S D} \mathcal{L}$ is defined as $\mathcal{A}(\alpha, \kappa)=\mathcal{A}(\alpha)$. The alphabet of a multiset of activities $\Upsilon \in \mathbb{N}_{\text {fin }}^{\mathcal{S D} \mathcal{L}}$ is defined as $\mathcal{A}(\Upsilon)=\cup_{(\alpha, \kappa) \in \Upsilon} \mathcal{A}(\alpha)$.

Activities are combined into formulas (process expressions) by the following operations: sequence ; choice [], parallelism $\|$, relabeling [f] of actions, restriction rs over a single action, synchronization sy on an action and its conjugate, and iteration $[* *]$ with three arguments: initialization, body and termination.

Sequence (sequential composition) and choice (composition) have a standard interpretation, like in other process algebras, but parallelism (parallel composition) does not include synchronization, unlike that operation in CCS [30].

Relabeling functions $f: \mathcal{A} \rightarrow \mathcal{A}$ are bijections preserving conjugates, i.e. $\forall x \in \mathcal{A} f(\hat{x})=\widehat{f(x)}$. Relabeling is extended to multiactions in the usual way: for $\alpha \in \mathcal{L}$ we define $f(\alpha)=\sum_{x \in \alpha} f(x)$. Relabeling is extended to activities: for $(\alpha, \kappa) \in \mathcal{S D} \mathcal{L}$, we define $f(\alpha, \kappa)=(f(\alpha), \kappa)$. Relabeling is extended to the multisets of activities: for $\Upsilon \in \mathbb{N}_{\text {fin }}^{\mathcal{S} \mathcal{L}}$ we define $f(\Upsilon)=\sum_{(\alpha, \kappa) \in \Upsilon}(f(\alpha), \kappa)$. The sums are considered with the multiplicity when applied to multisets: $f(\alpha)=$ $\sum_{x \in \alpha} f(x)=\sum_{x \in \mathcal{A}} \alpha(x) f(x)$.

Restriction over an elementary action $a \in A c t$ means that, for a given expression, any process behaviour containing $a$ or its conjugate $\hat{a}$ is not allowed.

Let $\alpha, \beta \in \mathcal{L}$ be two multiactions such that for some elementary action $a \in$ Act we have $a \in \alpha$ and $\hat{a} \in \beta$, or $\hat{a} \in \alpha$ and $a \in \beta$. Then, synchronization of $\alpha$ and $\beta$ by $a$ is defined as $\left(\alpha \oplus_{a} \beta\right)(x)= \begin{cases}\alpha(x)+\beta(x)-1, & x=a \text { or } x=\hat{a} ; \\ \alpha(x)+\beta(x), & \text { otherwise } .\end{cases}$
Activities are synchronized via their multiaction parts, i.e. the synchronization by $a$ of two activities, whose multiaction parts $\alpha$ and $\beta$ possess the properties mentioned above, results in the activity with the multiaction part $\alpha \oplus_{a} \beta$. We may synchronize activities of the same type only: either both stochastic multiactions or both deterministic ones with the same delay, since stochastic, waiting and immediate multiactions have different priorities, and diverse delays of waiting multiactions would contradict their joint timing. Note that the execution of immediate multiactions takes no time, unlike that of waiting or stochastic ones. Synchronization by $a$ means that, for a given expression with a process behaviour containing two concurrent activities that can be synchronized by $a$, there exists also the behaviour that differs from the former only in that the two activities are replaced by the result of their synchronization.

In the iteration, the initialization subprocess is executed first, then the body is performed zero or more times, finally, the termination subprocess is executed.

### 2.2 Process expressions

Static expressions specify the structure of processes, i.e. how activities are combined by operations to construct the composite process-algebraic formulas. As for the PN intuition, static expressions correspond to unmarked LDTSDPNs [40]. A marking is the allocation of tokens in the places of a PN. Markings are used to describe dynamic behaviour of PNs in terms of transition firings.

We assume that every waiting multiaction has a countdown timer associated, whose value is the time left till the moment when the waiting multiaction can be executed. Therefore, besides standard (unstamped) waiting multiactions $\left(\alpha,\left\llcorner_{l}^{\theta}\right) \in \mathcal{W} \mathcal{L}\right.$, a special case of the stamped waiting multiactions should be considered in the definition of static expressions. Each (time) stamped waiting multiaction $\left(\alpha,\left\llcorner_{l}^{\theta}\right)^{\delta}\right.$ has an extra superscript $\delta \in\{1, \ldots, \theta\}$ that specifies a time stamp indicating the latest value of the timer associated with that multiaction. The standard waiting multiactions have no time stamps, to demonstrate irrelevance of the timer values for them (for example, their timers have not yet started or have already finished). The notion of the alphabet part for (the multisets of) stamped waiting multiactions is defined like that for (the multisets of) unstamped ones.

For simplicity, we do not assign the timer value superscripts $\delta$ to immediate multiactions, a special case of deterministic multiactions $\left(\alpha, t_{l}^{\theta}\right)$ with the delay $\theta=0$ in the form of $\left(\alpha, \vdash_{l}^{0}\right)$, since their timer values can only be equal to 0 .

Definition 2. Let $(\alpha, \kappa) \in \mathcal{S D} \mathcal{L},\left(\alpha, \mathfrak{t}_{l}^{\theta}\right) \in \mathcal{W} \mathcal{L}, \delta \in\{1, \ldots, \theta\}$ and $a \in$ Act. $A$ static expression of $d t s d P B C$ is
$E::=(\alpha, \kappa)\left|\left(\alpha, \iota_{l}^{\theta}\right)^{\delta}\right| E ; E|E[] E| E \| E|E[f]| E$ rs $a \mid E$ sy $a \mid[E * E * E]$.
Let StatExpr denote the set of all static expressions of dtsdPBC.
To avoid technical difficulties with the iteration operator, we should not allow concurrency at the highest level of the second argument of iteration. This is not a severe restriction, since we can always prefix parallel expressions by an activity with the empty multiaction part. Relaxing the restriction can result in LDTSDPNs [40] which are not safe, like shown for PNs in [9]. A PN is $n$ bounded $(n \in \mathbb{N})$ if for all its reachable (from the initial marking by the sequences of transition firings) markings there are at most $n$ tokens in every place, and a PN is safe if it is 1-bounded.

Definition 3. Let $(\alpha, \kappa) \in \mathcal{S D} \mathcal{L},\left(\alpha, \imath_{l}^{\theta}\right) \in \mathcal{W} \mathcal{L}, \delta \in\{1, \ldots, \theta\}$ and $a \in$ Act. $A$ regular static expression of $d t s d P B C$ is
$E::=(\alpha, \kappa)\left|\left(\alpha, q_{l}^{\theta}\right)^{\delta}\right| E ; E|E[] E| E \| E|E[f]| E$ rs $a \mid E$ sy $a \mid[E * D * E]$, where $D::=(\alpha, \kappa) \mid\left(\alpha,\left\llcorner_{l}^{\theta}\right)^{\delta}|D ; E| D[] D|D[f]| D\right.$ rs $a \mid D$ sy $a \mid[D * D * E]$.

Let RegStatExpr denote the set of all regular static expressions of dtsdPBC.
Let $E$ be a regular static expression. The underlying timer-free regular static expression $\rfloor E$ of $E$ is obtained by removing from it all timer value superscripts.

The set of all stochastic multiactions (from the syntax) of $E$ is $\mathcal{S} \mathcal{L}(E)=$ $\{(\alpha, \rho) \mid(\alpha, \rho)$ is a subexpression of $E\}$. The set of all immediate multiactions (from the syntax) of $E$ is $\mathcal{I} \mathcal{L}(E)=\left\{\left(\alpha, \hbar_{l}^{0}\right) \mid\left(\alpha, \natural_{l}^{0}\right)\right.$ is a subexpression of $\left.E\right\}$. The set of all waiting multiactions (from the syntax) of $E$ is $\mathcal{W} \mathcal{L}(E)=\left\{\left(\alpha, t_{l}^{\theta}\right) \mid\right.$ $\left(\alpha,\left\llcorner_{l}^{\theta}\right)\right.$ or $\left(\alpha, \mathfrak{q}_{l}^{\theta}\right)^{\delta}$ is a subexpression of $E$ for $\left.\delta \in\{1, \ldots, \theta\}\right\}$. Thus, the set of all deterministic multiactions (from the syntax) of $E$ is $\mathcal{D} \mathcal{L}(E)=\mathcal{I} \mathcal{L}(E) \cup \mathcal{W} \mathcal{L}(E)$ and the set of all activities (from the syntax) of $E$ is $\mathcal{S D} \mathcal{L}(E)=\mathcal{S} \mathcal{L}(E) \cup \mathcal{D} \mathcal{L}(E)=$ $\mathcal{S} \mathcal{L}(E) \cup \mathcal{I} \mathcal{L}(E) \cup \mathcal{W} \mathcal{L}(E)$.

Dynamic expressions specify the states of processes, i.e. particular stages of the process behaviour. As for the Petri net intuition, dynamic expressions correspond to marked LDTSDPNs [40]. Dynamic expressions are obtained from static ones, by annotating them with upper or lower bars which specify the active components of the system at the current moment of time. The dynamic expression with upper bar (the overlined one) $\bar{E}$ denotes the initial, and that with lower bar (the underlined one) $\underline{E}$ denotes the final state of the process specified by a static expression $E$.

For every overlined stamped waiting multiaction $\overline{\left(\alpha, \mathrm{L}_{l}^{\theta}\right)^{\delta}}$, the superscript $\delta \in\{1, \ldots, \theta\}$ specifies the current value of the running countdown timer associated with the waiting multiaction. That decreasing discrete timer is started with the initial value $\theta$ (the waiting multiaction delay) at the moment when the waiting multiaction becomes overlined. Then such a newly overlined stamped waiting multiaction $\overline{\left(\alpha, \natural_{l}^{\theta}\right)^{\theta}}$ is similar to the freshly overlined unstamped
waiting multiaction $\overline{\left(\alpha,\left\llcorner_{l}^{\theta}\right)\right.}$. Such similarity will be captured by the structural equivalence, defined later.

While the stamped waiting multiaction stays overlined with the process execution, the timer decrements by one discrete time unit with each global time tick until the timer value becomes 1 . This means that one unit of time remains till execution of that multiaction (the remaining time to execute, RTE, equals one). Its execution should follow in the next moment with probability 1 , in case there are no conflicting with it immediate multiactions or conflicting waiting multiactions whose RTEs equal to one, and it is not affected by restriction. An activity is affected by restriction, if it is within the scope of a restriction operation with the argument action, such that it or its conjugate is contained in the multiaction part of that activity.

Definition 4. Let $E \in$ StatExpr and $a \in$ Act. A dynamic expression of dts$d P B C$ is

$$
\begin{gathered}
G::=\bar{E}|\underline{E}| G ; E|E ; G| G[] E|E[] G| G| | G|G[f]| G \text { rs } a \mid G \text { sy } a \mid \\
{[G * E * E]|[E * G * E]|[E * E * G] .}
\end{gathered}
$$

Let DynExpr denote the set of all dynamic expressions of dtsdPBC.
Let $G$ be a dynamic expression. The underlying static (line-free) expression $\lfloor G\rfloor$ of $G$ is obtained by removing from it all upper and lower bars. If the underlying static expression of a dynamic one is not regular, the corresponding LDTSDPN can be non-safe [40] (2-bounded in the worst case, like for PNs [9]).

Definition 5. A dynamic expression $G$ is regular if $\lfloor G\rfloor$ is regular.
Let RegDynExpr denote the set of all regular dynamic expressions of dtsdPBC.
Let $G$ be a regular dynamic expression. The underlying timer-free regular $d y$ namic expression $\downharpoonleft G$ is obtained by removing from $G$ all timer value superscripts.

The set of all stochastic (immediate or waiting, respectively) multiactions (from the syntax) of $G$ is defined as $\mathcal{S L}(G)=\mathcal{S} \mathcal{L}(\lfloor G\rfloor)(\mathcal{I} \mathcal{L}(G)=\mathcal{I L}(\lfloor G\rfloor)$ or $\mathcal{W} \mathcal{L}(G)=\mathcal{W} \mathcal{L}(\lfloor G\rfloor)$, respectively). Thus, the set of all deterministic multiactions (from the syntax) of $G$ is $\mathcal{D} \mathcal{L}(G)=\mathcal{I} \mathcal{L}(G) \cup \mathcal{W} \mathcal{L}(G)$ and the set of all activities (from the syntax) of $G$ is $\mathcal{S D} \mathcal{L}(G)=\mathcal{S L}(G) \cup \mathcal{D} \mathcal{L}(G)=\mathcal{S} \mathcal{L}(G) \cup$ $\mathcal{I} \mathcal{L}(G) \cup \mathcal{W} \mathcal{L}(G)$.

## 3 Operational semantics

In this section, we define operational semantics via labeled transition systems.

### 3.1 Inaction rules

The inaction rules for dynamic expressions describe their structural transformations in the form of $G \Rightarrow \widetilde{G}$ which do not change the states of the specified
processes. The goal of those syntactic transformations is to obtain the wellstructured resulting expressions called operative ones to which no inaction rules can be further applied. The application of an inaction rule to a dynamic expression does not lead to any discrete time tick or any transition firing in the corresponding LDTSDPN [40], hence, its current marking stays unchanged.

Thus, an application of every inaction rule does not require any delay, i.e. the dynamic expression transformation described by the rule is done instantly.

In Table 1, we define inaction rules for regular dynamic expressions being overlined and underlined static ones. In this table, $\left(\alpha,\left\llcorner_{l}^{\theta}\right) \in \mathcal{W} \mathcal{L}, \delta \in\{1, \ldots, \theta\}\right.$, $E, F, K \in$ RegStatExpr and $a \in$ Act. The first inaction rule suggests that the timer value of each newly overlined waiting multiaction is set to the delay of it.

Table 1. Inaction rules for overlined and underlined regular static expressions

| $\overline{\left(\alpha, \mathrm{t}_{l}^{\theta}\right)} \Rightarrow \overline{\left(\alpha, \mathrm{b}_{l}^{\theta}\right)^{\theta}}$ | $\overline{E ; F} \Rightarrow \bar{E} ; F$ | $\underline{E} ; F \Rightarrow E ; \bar{F}$ |
| :--- | :--- | :--- |
| $E ; \underline{F} \Rightarrow \underline{E ; F}$ | $\overline{E[] F} \Rightarrow \bar{E}[] F$ | $\overline{E[] F} \Rightarrow E[] \bar{F}$ |
| $\underline{E}] F \Rightarrow \underline{E[] F}$ | $\overline{E[] \underline{F}} \Rightarrow \underline{E[] F}$ | $\overline{E \\| F} \Rightarrow \bar{E} \\| \bar{F}$ |
| $\underline{E} \\| \underline{F} \Rightarrow \underline{E \\| F}$ | $\overline{E[f]} \Rightarrow \bar{E}[f]$ | $\underline{E}[f] \Rightarrow \underline{E[f]}$ |
| $\overline{E r s} a \Rightarrow \bar{E} \mathrm{rs} a$ | $\underline{E} \mathrm{rs} a \Rightarrow \underline{E} \mathrm{rs} a$ | $\overline{E \text { sy } a} \Rightarrow \overline{\bar{E}}$ sy $a$ |
| $\underline{E}$ sy $a \Rightarrow \underline{E \text { sy } a}$ | $\overline{[E * F * K]} \Rightarrow[\bar{E} * F * K][\underline{E} * F * K] \Rightarrow[E * \bar{F} * K]$ |  |
| $[E * \underline{F} * K] \Rightarrow[E * \bar{F} * K][E * \underline{F} * K] \Rightarrow[E * F * \bar{K}][E * F * \underline{K}] \Rightarrow \underline{[E * F * K]}$ |  |  |

In Table 2, we introduce inaction rules for regular dynamic expressions in the arbitrary form. In this table, $E, F \in \operatorname{RegStatExpr}, G, H, \widetilde{G}, \widetilde{H} \in \operatorname{Reg} D y n E x p r$ and $a \in A c t$. For brevity, two distinct inaction rules with the same premises are collated in some cases, resulting in the inaction rules with double conclusion.

Table 2. Inaction rules for arbitrary regular dynamic expressions

$$
\begin{array}{|cc|}
\hline \frac{G \Rightarrow \widetilde{G}, \circ \in\{;,[]\}}{G \circ E \Rightarrow \widetilde{G} \circ E, E \circ G \Rightarrow E \circ \widetilde{G}} \frac{G \Rightarrow \widetilde{G}}{G\|H \Rightarrow \widetilde{G}\| H, H\|G \Rightarrow H\| \widetilde{G}} \\
\frac{G \Rightarrow \widetilde{G}}{G[f] \Rightarrow \widetilde{G}[f]} \frac{G \Rightarrow \widetilde{G}, \circ \in\{\mathrm{rs}, \mathrm{sy}\}}{G \circ a \Rightarrow} \frac{G \Rightarrow \widetilde{G}}{[G * E * F] \Rightarrow[\widetilde{G} * E * F]} \\
\frac{G \Rightarrow \widetilde{G}}{[E * G * F] \Rightarrow[E * \widetilde{G} * F]} & \frac{G \Rightarrow \widetilde{G}}{[E * F * G] \Rightarrow[E * F * \widetilde{G}]} \\
\hline
\end{array}
$$

Definition 6. A regular dynamic expression $G$ is operative if no inaction rule can be applied to it.

Let OpRegDynExpr denote the set of all operative regular dynamic expressions of dtsdPBC. Note that any dynamic expression can be always transformed into a (not necessarily unique) operative one by using the inaction rules. In the following, we consider regular expressions only and omit the word "regular".

Definition 7. The relation $\approx=(\Rightarrow \cup \Leftarrow)^{*}$ is a structural equivalence of $d y$ namic expressions in dtsdPBC. Thus, two dynamic expressions $G$ and $G^{\prime}$ are structurally equivalent, denoted by $G \approx G^{\prime}$, if they can be reached from each other by applying the inaction rules in a forward or a backward direction.

Let $X$ be some set. We denote the Cartesian product $X \times X$ by $X^{2}$. Let $\mathcal{E} \subseteq$ $X^{2}$ be an equivalence relation on $X$. Then the equivalence class (with respect to $\mathcal{E})$ of an element $x \in X$ is defined by $[x]_{\mathcal{E}}=\{y \in X \mid(x, y) \in \mathcal{E}\}$. The equivalence $\mathcal{E}$ partitions $X$ into the set of equivalence classes $X / \mathcal{E}=\left\{[x]_{\mathcal{E}} \mid x \in X\right\}$.

Let $G$ be a dynamic expression. Then $[G] \approx=\{H \mid G \approx H\}$ is the equivalence class of $G$ with respect to the structural equivalence, called the (corresponding) state. Next, $G$ is an initial dynamic expression, denoted by $\operatorname{init}(G)$, if $\exists E \in$ RegStatExpr $G \in[\bar{E}]_{\approx}$. Further, $G$ is a final dynamic expression, denoted by final $(G)$, if $\exists E \in \operatorname{RegStatExpr} G \in[\underline{E}] \approx$.

Let $G$ be a dynamic expression and $s=[G] \approx$. The set of all enabled stochastic multiactions of $s$ is EnaSto $(s)=\{(\alpha, \rho) \in \mathcal{S} \mathcal{L} \mid \exists H \in s \cap O p R e g D y n E x p r \overline{(\alpha, \rho)}$ isa subexpression of $H\}$. The set of all enabled immediate multiactions of $s$ is $\operatorname{EnaImm}(s)=\left\{\left(\alpha, \iota_{l}^{0}\right) \in \mathcal{I} \mathcal{L} \mid \exists H \in s \cap O p R e g D y n E x p r\left(\overline{\left(\alpha, \hbar_{l}^{0}\right)}\right.\right.$ is a subexpression of $H\}$. The set of all enabled waiting multiactions of $s$ is
EnaWait $(s)=\left\{\left(\alpha,\left\llcorner_{l}^{\theta}\right) \in \mathcal{W} \mathcal{L} \mid \exists H \in s \cap\right.\right.$ OpRegDynExpr $\overline{\left(\alpha, a_{l}^{\theta}\right)^{\delta}}, \delta \in$ $\{1, \ldots, \theta\}$, is a subexpression of $H\}$. The set of all newly enabled waiting multiactions of $s$ is EnaWaitNew $(s)=\left\{\left(\alpha,\left\llcorner_{l}^{\theta}\right) \in \mathcal{W} \mathcal{L} \mid \exists H \in s \cap O p R e g D y n E x p r\right.\right.$ $\overline{\left(\alpha, \varphi_{l}^{\theta}\right)^{\theta}}$ is a subexpression of $\left.H\right\}$.

Thus, the set of all enabled deterministic multiactions of $s$ is EnaDet $(s)=$ $\operatorname{EnaImm}(s) \cup E n a W a i t(s)$ and the set of all enabled activities of $s$ is Ena $(s)=$ $\operatorname{EnaSto}(s) \cup \operatorname{EnaDet}(s)=\operatorname{EnaSto}(s) \cup \operatorname{EnaImm}(s) \cup \operatorname{EnaWait}(s)$. Then
$\operatorname{Ena}(s)=\operatorname{Ena}\left([G]_{\approx}\right)$ is an algebraic analogue of the set of all transitions enabled at the initial marking of the LDTSDPN [40] corresponding to $G$. The activities, resulted from synchronization, are not present in the syntax of the dynamic expressions. Their enabledness status can be recovered by observing that of the pair of synchronized activities from the syntax (they both should be enabled for enabling their synchronous product), even if they are affected by restriction after the synchronization.

Definition 8. An operative dynamic expression $G$ is saturated (with the values of timers), if each enabled waiting multiaction of $[G]_{\approx}$, being superscribed with the value of its timer and possibly overlined, is the subexpression of $G$.

Let $S a O p R e g D y n E x p r$ denote the set of all saturated operative dynamic expressions of dtsdPBC.

Proposition 1. Any operative dynamic expression can be transformed into the saturated one by applying the inaction rules in a forward or a backward direction.

Proof. See [40].
Thus, any dynamic expression can be transformed into a (not necessarily unique) saturated operative one by (possibly reverse) applying the inaction rules.

Let $G$ be a saturated operative dynamic expression. Then $\circlearrowleft G$ denotes the timer decrement operator $\circlearrowleft$, applied to $G$. The result is a saturated operative dynamic expression, obtained from $G$ via decrementing by one all greater than 1 values of the timers associated with all (if any) stamped waiting multiactions from the syntax of $G$. Thus, each such stamped waiting multiaction changes its timer value from $\delta \in \mathbb{N}_{\geq 1}$ in $G$ to $\max \{1, \delta-1\}$ in $\circlearrowleft G$. The timer decrement operator affects the (possibly overlined or underlined) stamped waiting multiactions being the subexpressions of $G$ as follows: $\overline{\left(\alpha, \mathfrak{b}_{l}^{\theta}\right)^{\delta}}$ is replaced with $\overline{\left(\alpha,\left\llcorner_{l}^{\theta}\right)^{\max \{1, \delta-1\}}\right.}$ and $\left(\alpha,\left\llcorner_{l}^{\theta}\right)^{\delta}\right.$ is replaced with $\left(\alpha,\left\llcorner_{l}^{\theta}\right)^{\max \{1, \delta-1\}}\right.$ while $\left(\alpha,\left\llcorner_{l}^{\theta}\right)^{\delta}\right.$ is replaced with $\left(\alpha,\left\llcorner_{l}^{\theta}\right)^{\max \{1, \delta-1\}}\right.$.

Note that when $\delta=1$, we have $\max \{1, \delta-1\}=\max \{1,0\}=1$, hence, the timer value $\delta=1$ may remain unchanged for a stamped waiting multiaction that is not executed by some reason at the next time moment, but stays stamped. For example, that stamped waiting multiaction may be affected by restriction. If the timer values cannot be decremented with a time tick for all stamped waiting multiactions (if any) from $G$ then $\circlearrowleft G=G$ and we obtain so-called empty loop transition, defined later.

The timer decrement operator keeps stamping of the waiting multiactions, since it may only decrease their timer values, so that the stamped waiting multiactions stay stamped (with their timer values, possibly decremented by one).

### 3.2 Action and empty move rules

The action rules are applied when some activities are executed. With these rules we capture the prioritization among different types of multiactions. We also have the empty move rule, used to capture a delay of one discrete time unit when no immediate or waiting multiactions are executable. In this case, the empty multiset of activities is executed. The action and empty move rules will be used later to determine all multisets of activities which can be executed from the structural equivalence class of every dynamic expression (i.e. from the state of the corresponding process). This information together with that about probabilities or delays and weights of the activities to be executed from the current process state will be used to calculate the probabilities of such executions.

The action rules with stochastic (immediate or waiting, respectively) multiactions describe dynamic expression transformations in the form of $G \xrightarrow{\Gamma} \widetilde{G}$ $(G \xrightarrow{I} \widetilde{G}$ or $G \xrightarrow{W} \widetilde{G}$, respectively) due to execution of non-empty multisets $\Gamma$ of stochastic ( $I$ of immediate or $W$ of waiting, respectively) multiactions. The
rules represent possible state changes of the specified processes when some nonempty multisets of stochastic (immediate or waiting, respectively) multiactions are executed. The application of an action rule with stochastic (immediate or waiting, respectively) multiactions to a dynamic expression leads in the corresponding LDTSDPN [40] to a discrete time tick at which some stochastic or waiting transitions fire (or to the instantaneous firing of some immediate transitions) and possible change of the current marking. The current marking stays unchanged only if there is a self-loop produced by the iterative execution of a non-empty multiset, which must be one-element, since we allow no concurrency at the highest level of the second argument of iteration.

The empty move rule (applicable only when no immediate or waiting multiactions can be executed from the current state) describes dynamic expression transformations in the form of $G \xrightarrow{\emptyset} \circlearrowleft G$, called the empty moves, due to execution of the empty multiset of activities at a discrete time tick. When no timer values are decremented within $G$ with the empty multiset execution at the next moment (for example, if $G$ contains no stamped waiting multiactions), we have $\circlearrowleft G=G$. In such a case, the empty move from $G$ is in the form of $G \xrightarrow{\emptyset} G$, called the empty loop. The application of the empty move rule to a dynamic expression leads to a discrete time tick in the corresponding LDTSDPN [40] at which no transitions fire and the current marking is not changed, but the timer values of the waiting transitions enabled at the marking (if any) are decremented by one. This is a new rule that has no prototype among inaction rules of PBC, since it represents a time delay.

Thus, an application of every action rule with stochastic or waiting multiactions or the empty move rule requires one discrete time unit delay, i.e. the execution of a (possibly empty) multiset of stochastic or (non-empty) multiset of waiting multiactions leading to the dynamic expression transformation described by the rule is accomplished instantly after one time unit. An application of every action rule with immediate multiactions does not take any time, i.e. the execution of a (non-empty) multiset of immediate multiactions is accomplished instantly at the current moment.

The expressions of dtsdPBC can contain identical activities. To avoid technical difficulties, such as calculation of the probabilities for multiple transitions, we can enumerate coinciding activities from left to right in the syntax of expressions. The new activities, resulted from synchronization, will be annotated with concatenation of numberings of the activities they come from, hence, the numbering should have a tree structure to reflect the effect of multiple synchronizations. We now define the numbering which encodes a binary tree with the leaves labeled by natural numbers.

Definition 9. The numbering of expressions is $\iota::=n \mid(\iota)(\iota)$, where $n \in \mathbb{N}$.
Let $N u m$ denote the set of all numberings of expressions.
The new activities resulting from synchronizations in different orders should be considered up to permutation of their numbering. In this way, we shall recognize different instances of the same activity. If we compare the contents of
different numberings, i.e. the sets of natural numbers in them, we shall identify the mentioned instances. The content of a numbering $\iota \in N u m$ is
$\operatorname{Cont}(\iota)= \begin{cases}\{\iota\}, & \iota \in \mathbb{N} ; \\ \operatorname{Cont}\left(\iota_{1}\right) \cup \operatorname{Cont}\left(\iota_{2}\right), & \iota=\left(\iota_{1}\right)\left(\iota_{2}\right) .\end{cases}$
After the enumeration, the multisets of activities from the expressions become the proper sets. We suppose that the identical activities are enumerated when needed to avoid ambiguity. This enumeration is considered to be implicit.

Definition 10. Let $G \in O p R e g D y n E x p r$. We define the set of all non-empty multisets of activities which can be potentially executed from $G$, denoted by $\operatorname{Can}(G)$. Let $(\alpha, \kappa) \in \mathcal{S D} \mathcal{L}, E, F \in$ RegStatExpr, $H \in O p R e g D y n E x p r$ and $a \in A c t$.

1. If final $(G)$ then $\operatorname{Can}(G)=\emptyset$.
2. If $G=\overline{(\alpha, \kappa)^{\delta}}$ and $\kappa=\varphi_{l}^{\theta}, \theta \in \mathbb{N}_{\geq 2}, l \in \mathbb{R}_{>0}, \delta \in\{2, \ldots, \theta\}$, then $\operatorname{Can}(G)=\emptyset$.
3. If $G=\overline{(\alpha, \kappa)}$ and $\kappa \in(0 ; 1)$ or $\kappa=\left\llcorner_{l}^{0}, l \in \mathbb{R}_{>0}\right.$, then $\operatorname{Can}(G)=\{\{(\alpha, \kappa)\}\}$.
4. If $G=\overline{(\alpha, \kappa)^{1}}$ and $\kappa=\left\llcorner_{l}^{\theta}, \theta \in \mathbb{N}_{\geq 1}, l \in \mathbb{R}_{>0}\right.$, then $\operatorname{Can}(G)=\{\{(\alpha, \kappa)\}\}$.
5. If $\Upsilon \in \operatorname{Can}(G)$ then $\Upsilon \in \operatorname{Can}(G \circ E), \Upsilon \in \operatorname{Can}(E \circ G)(\circ \in\{;,[]\})$,
$\Upsilon \in \operatorname{Can}(G \| H), \Upsilon \in \operatorname{Can}(H \| G), f(\Upsilon) \in \operatorname{Can}(G[f]), \Upsilon \in \operatorname{Can}(G$ rs $a)$
(when $a, \hat{a} \notin \mathcal{A}(\Upsilon)), \Upsilon \in \operatorname{Can}(G$ sy $a), \Upsilon \in \operatorname{Can}([G * E * F])$,
$\Upsilon \in \operatorname{Can}([E * G * F]), \Upsilon \in \operatorname{Can}([E * F * G])$.
6. If $\Upsilon \in \operatorname{Can}(G)$ and $\Xi \in \operatorname{Can}(H)$ then $\Upsilon+\Xi \in \operatorname{Can}(G \| H)$.
7. If $\Upsilon \in \operatorname{Can}(G$ sy $a)$ and $(\alpha, \kappa),(\beta, \lambda) \in \Upsilon$ are different, $a \in \alpha, \hat{a} \in \beta$, then
(a) $\Upsilon-\{(\alpha, \kappa),(\beta, \lambda)\}+\left\{\left(\alpha \oplus_{a} \beta, \kappa \cdot \lambda\right)\right\} \in \operatorname{Can}(G$ sy $a)$ if $\kappa, \lambda \in(0 ; 1)$;
(b) $\Upsilon-\{(\alpha, \kappa),(\beta, \lambda)\}+\left\{\left(\alpha \oplus_{a} \beta,\left\llcorner_{l+m}^{\theta}\right)\right\} \in \operatorname{Can}\left(G\right.\right.$ sy a) if $\kappa=\left\llcorner_{l}^{\theta}\right.$,
$\lambda=t_{m}^{\theta}, \quad \theta \in \mathbb{N}, l, m \in \mathbb{R}_{>0}$.
When we synchronize the same multiset of activities in different orders, we obtain several activities with the same multiaction and probability or delay and weight parts, but with different numberings having the same content. Then we only consider a single one of the resulting activities.

If $\Upsilon \in \operatorname{Can}(G)$ then by definition of $\operatorname{Can}(G), \forall \Xi \subseteq \Upsilon, \Xi \neq \emptyset$, we have $\Xi \in \operatorname{Can}(G)$. Let $G \in \operatorname{OpRegDynExpr}$ and $\operatorname{Can}(G) \neq \emptyset$. Obviously, if there are only stochastic (immediate or waiting, respectively) multiactions in the multisets from $\operatorname{Can}(G)$ then these stochastic (immediate or waiting, respectively) multiactions can be executed from $G$. Otherwise, besides stochastic ones, there are also deterministic (immediate and/or waiting) multiactions in the multisets from $\operatorname{Can}(G)$. By the note above, there are non-empty multisets of deterministic multiactions in $\operatorname{Can}(G)$ as well, i.e. $\exists \Upsilon \in \operatorname{Can}(G) \Upsilon \in \mathbb{N}_{\text {fin }}^{\mathcal{L}} \backslash\{\emptyset\}$. In this case, no stochastic multiactions can be executed from $G$, even if $\operatorname{Can}(G)$ contains nonempty multisets of stochastic multiactions, since deterministic multiactions have a priority over stochastic ones, and should be executed first. Further, if there are no stochastic, but both waiting and immediate multiactions in the multisets from $\operatorname{Can}(G)$, then, analogously, no waiting multiactions can be executed from $G$, since immediate multiactions have a priority over waiting ones (besides that over stochastic ones).

When there are only waiting and, possibly, stochastic multiactions in the multisets from $\operatorname{Can}(G)$ then only waiting ones can be executed from $G$. Then
just maximal non-empty multisets of waiting multiactions can be executed from $G$, since all non-conflicting waiting multiactions cannot wait and they should occur at the next time moment with probability 1 . The next definition formalizes these requirements.
Definition 11. Let $G \in O p R e g D y n E x p r$. The set of all non-empty multisets of activities which can be executed from $G$ is

$$
\operatorname{Now}(G)= \begin{cases}\operatorname{Can}(G) \cap \mathbb{N}_{\text {fin }}^{\mathcal{I} \mathcal{L}}, & \operatorname{Can}(G) \cap \mathbb{N}_{f \text { fin }}^{\mathcal{I} \mathcal{L}} \neq \emptyset ; \\ \left\{W \in \operatorname{Can}(G) \cap \mathbb{N}_{\text {fin }}^{\mathcal{L}} \mid\right. & \left(\operatorname{Can}(G) \cap \mathbb{N}_{\text {fin }}^{\mathcal{L}}=\emptyset\right) \wedge \\ \left.\forall V \in \operatorname{Can}(G) \cap \mathbb{N}_{\text {fin }}^{\mathcal{L} \mathcal{L}} W \subseteq V \Rightarrow V=W\right\}, & \left(\operatorname{Can}(G) \cap \mathbb{N}_{\text {fin }}^{\mathcal{L} \mathcal{L}} \neq \emptyset\right) ; \\ \operatorname{Can}(G), & \text { otherwise. }\end{cases}
$$

Let $G \in O p R e g D y n E x p r$. The expression $G$ is $s$-tangible (stochastically tangible), denoted by $\operatorname{stang}(G)$, if $\operatorname{Now}(G) \subseteq \mathbb{N}_{\text {fin }}^{\mathcal{S}} \backslash\{\emptyset\}$. In particular, we have $\operatorname{stang}(G)$, if $\operatorname{Now}(G)=\emptyset$. The expression $G$ is $w$-tangible (waitingly tangible), denoted by wtang $(G)$, if $\emptyset \neq \operatorname{Now}(G) \subseteq \mathbb{N}_{\text {fin }}^{\mathcal{W}} \backslash\{\emptyset\}$. The expression $G$ is tangible, denoted by $\operatorname{tang}(G)$, if $\operatorname{stang}(G)$ or $\operatorname{wtang}(G)$, i.e. $\operatorname{Now}(G) \subseteq\left(\mathbb{N}_{\text {fin }}^{\mathcal{S}} \cup \mathbb{N}_{\text {fin }}^{\mathcal{W}}\right) \backslash\{\emptyset\}$. Again, we particularly have $\operatorname{tang}(G)$, if $\operatorname{Now}(G)=\emptyset$. Otherwise, the expression $G$ is vanishing, denoted by vanish $(G)$, and in this case $\emptyset \neq N o w(G) \subseteq \mathbb{N}_{f i n}^{\mathcal{I} \mathcal{L}} \backslash\{\emptyset\}$. Note that the operative dynamic expressions from $[G] \approx$ may have different types in general.

Let $G \in \operatorname{Reg} D y n E x p r$. We write $\operatorname{stang}([G] \approx)$, if $\forall H \in[G] \approx \cap O p R e g D y n E x p r$ $\operatorname{stang}(H)$. We write wtang $\left([G]_{\approx}\right)$, if $\exists H \in[G] \approx \cap O p R e g D y n E x p r$ wtang $(H)$ and $\forall H^{\prime} \in[G] \approx \cap O p R e g D y n E x p r \operatorname{tang}\left(H^{\prime}\right)$. We write $\operatorname{tang}\left([G]_{\approx}\right)$, if stang $([G] \approx)$ or $\operatorname{wtang}\left([G]_{\approx}\right)$. Otherwise, we write vanish $\left([G]_{\approx}\right)$, and in this case $\exists H \in[G]_{\approx} \cap$ OpRegDynExpr vanish $(H)$.

In Table 3, we define the action and empty move rules. In the table, $(\alpha, \rho)$, $(\beta, \chi) \in \mathcal{S L},\left(\alpha, \natural_{l}^{0}\right),\left(\beta,\left\llcorner_{m}^{0}\right) \in \mathcal{I} \mathcal{L}\right.$ and $\left(\alpha,\left\llcorner_{l}^{\theta}\right),\left(\beta,\left\llcorner_{m}^{\theta}\right) \in \mathcal{W} \mathcal{L}\right.\right.$. Further, $E, F \in$ RegStatExpr, $G, H \in$ SatOpRegDynExpr, $\widetilde{G}, \widetilde{H} \in$ RegDynExpr and $a \in$ Act. Next, $\Gamma, \Delta \in \mathbb{N}_{\text {fin }}^{\mathcal{S}} \backslash\{\emptyset\}, \Gamma^{\prime} \in \mathbb{N}_{\text {fin }}^{\mathcal{S}}, I, J \in \mathbb{N}_{\text {fin }}^{\mathcal{I} \mathcal{L}} \backslash\{\emptyset\}, I^{\prime} \in \mathbb{N}_{\text {fin }}^{\mathcal{I} \mathcal{L}}, V, W \in$ $\mathbb{N}_{\text {fin }}^{\mathcal{W} \mathcal{L}} \backslash\{\emptyset\}, V^{\prime} \in \mathbb{N}_{\text {fin }}^{\mathcal{W} \mathcal{L}}$ and $\Upsilon \in \mathbb{N}_{\text {fin }}^{\mathcal{S D} \mathcal{L}} \backslash\{\emptyset\}$. We denote $\Upsilon_{a}=\{(\alpha, \kappa) \in \Upsilon \mid(a \in$ $\alpha) \vee(\hat{a} \in \alpha)\}$.

We use the following abbreviations in the names of the rules: "E" for "Empty move", "B" for "Basis case", "S" for "Sequence", "C" for "Choice", "P" for "Parallel", "L" for "reLabeling", "R" for "Restriction", "I" for "Iteraton" and "Sy" for "Synchronization". The first rule in the table is the empty move rule E. The other rules are the action rules, describing transformations of dynamic expressions, which are built using particular algebraic operations. If we cannot merge the rules with stochastic, immediate ans waiting multiactions in one rule for some operation then we get the coupled action rules. In such cases, the names of the action rules with stochastic multiactions have a suffix ' $s$ ', those with immediate multiactions have a suffix ' $\mathbf{i}$ ', and those with waiting multiactions have a suffix 'w'. For explanation of the rules in Table 3, see [40].

Notice that the timers of all waiting multiactions that lose their enabledness when a state change occurs become inactive (turned off) and their values become

Table 3. Action and empty move rules

irrelevant while the timers of all those preserving their enabledness continue running with their stored values. Hence, we adapt the enabling memory policy [28, $1-3]$ when the process states are changed and the enabledness of deterministic multiactions is possibly modified (immediate multiactions may be seen as those with the timers displaying a single value 0 , so we do not need to store their values). Then the timer values of waiting multiactions are taken as the enabling memory variables.

Like in [17], we are interested in the dynamic expressions, inferred by applying the inaction rules (also in the reverse direction) and action rules from the overlined static expressions, such that no stamped (superscribed with the timer values) waiting multiaction is a subexpression of them. The reason is to ensure that time proceeds uniformly and only enabled waiting multiactions are stamped. We call such dynamic expressions reachable, by analogy with the reachable states of LDTSDPNs [40].

Definition 12. A dynamic expression $G$ is reachable, if there exists a static expression $E$ without timer value superscripts, such that $\bar{E} \approx G$ or $\bar{E} \approx G_{0} \xrightarrow{\Upsilon_{1}}$ $H_{1} \approx G_{1} \xrightarrow{\Upsilon_{2}} \ldots \xrightarrow{\Upsilon_{n}} H_{n} \approx G$ for some $\Upsilon_{1}, \ldots, \Upsilon_{n} \in \mathbb{N}_{\text {fin }}^{\mathcal{S D L}}$.

We consider dynamic expression $G=\overline{\left(\{a\}, \square_{1}^{2}\right)^{1}}[]\left(\{b\},\left\llcorner_{2}^{3}\right)^{1}\right.$ as "illegal" and $G^{\prime}=\overline{\left(\{a\}, \mathfrak{b}_{1}^{2}\right)^{1}}[]\left(\{b\}, \mathfrak{b}_{2}^{3}\right)^{2}$ as "legal", since $G^{\prime}$ is obtained from the overlined static expression without timer value superscripts $\bar{E}=\overline{\left(\{a\}, b_{1}^{2}\right)[]\left(\{b\}, b_{2}^{3}\right)}$ after one time tick. On the other hand, $G$ is "illegal" only when it is intended to specify a complete process, but it may become "legal" as a part of some complete specification, like $G$ rs $a$, since after two time ticks from $\overline{E \text { rs } a}$, the timer values cannot be decreased further when the value 1 is approached. We should allow the dynamic expressions like $G$, by assuming that they are incomplete specifications, to be further composed.

A dynamic expression $H=\overline{\left(\{a\}, \frac{1}{2}\right)} ;\left(\{b\}, \natural_{1}^{2}\right)^{1}$ is "illegal", since the waiting multiaction $\left(\{b\}, \natural_{1}^{2}\right)$ is not enabled in $[H]_{\approx}$ and its timer cannot start before the stochastic multiaction $\left(\{a\}, \frac{1}{2}\right)$ is executed.

Enabledness of the stamped waiting multiactions is considered in the following proposition.

Proposition 2. Let $G$ be a reachable dynamic expression. Then only waiting multiactions from EnaWait $\left([G]_{\approx}\right)$ are stamped in $G$.

Proof. See [40].

### 3.3 Transition systems

We now construct labeled probabilistic transition systems associated with dynamic expressions. The transition systems are used to define the operational semantics of dynamic expressions.

Let $G$ be a dynamic expression and $s=[G] \approx$. The set of all multisets of activities executable in $s$ is defined as $\operatorname{Exec}(s)=\{\Upsilon \mid \exists H \in s \exists \widetilde{H} H \xrightarrow{r} \widetilde{H}\}$.

Here $H \xrightarrow{\Upsilon} \widetilde{H}$ is an inference by the rules from Table 3. It can be proved by induction on the structure of expressions that $\Upsilon \in \operatorname{Exec}(s) \backslash\{\emptyset\}$ implies $\exists H \in$ s $\Upsilon \in \operatorname{Now}(H)$. The reverse statement does not hold, since the preconditions in the action rules disable executions of the activities with the lower-priority types from every $H \in s$, see [40].

The state $s$ is s-tangible (stochastically tangible), denoted by $\operatorname{stang}(s)$, if $\operatorname{Exec}(s) \subseteq \mathbb{N}_{f \text { in }}^{\mathcal{S} \mathcal{L}}$. For an s-tangible state $s$ we always have $\emptyset \in \operatorname{Exec}(s)$ by rule $\mathbf{E}$, hence, we may have $\operatorname{Exec}(s)=\{\emptyset\}$. The state $s$ is w-tangible (waitingly tangible), denoted by $\operatorname{wtang}(s)$, if $\operatorname{Exec}(s) \subseteq \mathbb{N}_{\text {fin }}^{\mathcal{W} \mathcal{L}} \backslash\{\emptyset\}$. The state $s$ is tangible, denoted by $\operatorname{tang}(s)$, if $\operatorname{stang}(s)$ or $\operatorname{wtang}(s)$, i.e. $\operatorname{Exec}(s) \subseteq \mathbb{N}_{f i n}^{\mathcal{S} \mathcal{L}} \cup \mathbb{N}_{\text {fin }}^{\mathcal{W}}$. Again, for a tangible state $s$ we may have $\emptyset \in \operatorname{Exec}(s)$ and $\operatorname{Exec}(s)=\{\emptyset\}$. Otherwise, the state $s$ is vanishing, denoted by vanish(s), and in this case Exec $(s) \subseteq \mathbb{N}_{f i n}^{\mathcal{I}} \backslash\{\emptyset\}$.

If $\Upsilon \in \operatorname{Exec}(s)$ and $\Upsilon \in \mathbb{N}_{f \text { in }}^{\mathcal{S}} \cup \mathbb{N}_{f \text { in }}^{\mathcal{I} \mathcal{L}}$ then by rules P2s, P2i, Sy2s, Sy2i and definition of $\operatorname{Exec}(s) \forall \Xi \subseteq \Upsilon, \Xi \neq \emptyset$, we have $\Xi \in \operatorname{Exec}(s)$, i.e. $2^{\Upsilon} \backslash\{\emptyset\} \subseteq \operatorname{Exec}(s)$.
Definition 13. The derivation set of a dynamic expression $G$, denoted by $D R(G)$, is the minimal set such that
$-[G] \approx \in D R(G) ;$

- if $[H]_{\approx} \in D R(G)$ and $\exists \Upsilon H \xrightarrow{\Upsilon} \widetilde{H}$ then $[\widetilde{H}]_{\approx} \in D R(G)$.

The set of all s-tangible states from $D R(G)$ is denoted by $D R_{S T}(G)$, and the set of all w-tangible states from $D R(G)$ is denoted by $D R_{W T}(G)$. The set of all tangible states from $D R(G)$ is denoted by $D R_{T}(G)=D R_{S T}(G) \cup D R_{W T}(G)$. The set of all vanishing states from $D R(G)$ is denoted by $D R_{V}(G)$. Then $D R(G)=$ $D R_{T}(G) \uplus D R_{V}(G)=D R_{S T}(G) \uplus D R_{W T}(G) \uplus D R_{V}(G)(\uplus$ denotes disjoint union $)$.

Let now $G$ be a dynamic expression and $s, \tilde{s} \in D R(G)$.
Let $\Upsilon \in \operatorname{Exec}(s) \backslash\{\emptyset\}$. The probability that the multiset of stochastic multiactions $\Upsilon$ is ready for execution in $s$ or the weight of the multiset of deterministic multiactions $\Upsilon$ which is ready for execution in $s$ is

$$
\operatorname{PF}(\Upsilon, s)= \begin{cases}\prod_{\alpha, \rho) \in \Upsilon} \rho \cdot \prod_{\{\{(\beta, \chi)\} \in \operatorname{Exec}(s) \mid(\beta, \chi) \notin \Upsilon\}}(1-\chi), & s \in D R_{S T}(G) ; \\ \sum_{\left.\alpha, 4_{l}^{\theta}\right) \in \Upsilon} l, & s \in D R_{W T}(G) \cup D R_{V}(G) .\end{cases}
$$

In the case $\Upsilon=\emptyset$ and $s \in D R_{S T}(G)$ we define

$$
\operatorname{PF}(\emptyset, s)= \begin{cases}\prod_{\{(\beta, \chi)\} \in \operatorname{Exec}(s)}(1-\chi), & \operatorname{Exec}(s) \neq\{\emptyset\} ; \\ 1, & \operatorname{Exec}(s)=\{\emptyset\} .\end{cases}
$$

The definition of $\operatorname{PF}(\Upsilon, s)$ (and those of other probability functions we shall present) is based on the enumeration of activities which is considered implicit.

Let $\Upsilon \in \operatorname{Exec}(s)$. Besides $\Upsilon$, some other multisets of activities may be ready for execution in $s$, hence, a normalization is needed to calculate the execution probability. The probability to execute the multiset of activities $\Upsilon$ in $s$ is

$$
P T(\Upsilon, s)=\frac{P F(\Upsilon, s)}{\sum_{\Xi \in \operatorname{Exec}(s)} \operatorname{PF}(\Xi, s)}
$$

The sum of outgoing probabilities for the expressions from the derivations of $G$ is equal to 1, i.e. $\forall s \in D R(G) \sum_{\Upsilon \in E x e c(s)} P T(\Upsilon, s)=1$. This follows from the definition of $P T(\Upsilon, s)$ and guarantees that it defines a probability distribution.

The probability to move from s to $\tilde{s}$ by executing any multiset of activities is

$$
P M(s, \tilde{s})=\sum_{\{\Upsilon \mid \exists H \in s} P \widetilde{\nexists} \in \tilde{s} H_{\xrightarrow{\Upsilon} \widetilde{H}\}} P T(\Upsilon, s) .
$$

Note that $\forall s \in D R(G) \sum_{\{\tilde{s} \mid \exists H \in s \exists \widetilde{H} \in \tilde{s} \exists \Upsilon H \xrightarrow{\Upsilon} \widetilde{H}\}} P M(s, \tilde{s})=$
$\left.\left.\sum_{\{\tilde{s} \mid \exists H \in s} \exists \widetilde{H} \in \tilde{s} \exists \Upsilon H \xrightarrow{\Upsilon} \widetilde{H}\right\}<\sum_{\{\Upsilon \mid \exists H \in s} \exists \widetilde{H} \in \tilde{s} H \xrightarrow{\Upsilon} \widetilde{H}\right\} T(\Upsilon, s)=\sum_{\Upsilon \in E x e c(s)} P T(\Upsilon, s)=1$.
Definition 14. Let $G$ be a dynamic expression. The (labeled probabilistic) transition system of $G$ is a quadruple $T S(G)=\left(S_{G}, L_{G}, \mathcal{T}_{G}, s_{G}\right)$, where

- the set of states is $S_{G}=D R(G)$;
- the set of labels is $L_{G}=\mathbb{N}_{\text {fin }}^{\mathcal{S D L}} \times(0 ; 1]$;
- the set of transitions is $\mathcal{T}_{G}=\{(s,(\Upsilon, P T(\Upsilon, s)), \tilde{s}) \mid s, \tilde{s} \in D R(G), \exists H \in s$ $\exists \widetilde{H} \in \tilde{s} H \xrightarrow{\Upsilon} \widetilde{H}\} ;$
- the initial state is $s_{G}=[G]_{\approx}$.

The definition of $T S(G)$ is correct, i.e. for every state, the sum of the probabilities of all the transitions from it is 1 , by the note after the definition of $\operatorname{PT}(\Upsilon, s)$.

The transition system $T S(G)$ associated with a dynamic expression $G$ describes all the steps (parallel executions) that occur at discrete time moments with some (one-step) probability and consist of multisets of activities. Every step consisting of stochastic (waiting, respectively) multiactions or the empty step (i.e. that consisting of the empty multiset of activities) occurs instantly after one discrete time unit delay. Each step consisting of immediate multiactions occurs instantly without any delay. The step can change the current state to a different one. The states are the structural equivalence classes of dynamic expressions obtained by application of action rules starting from the expressions belonging to $[G]_{\approx}$. A transition $(s,(\Upsilon, \mathcal{P}), \tilde{s}) \in \mathcal{T}_{G}$ will be written as $s \xrightarrow{\Upsilon}_{\mathcal{P}} \tilde{s}$. It is interpreted as follows: the probability to change from state $s$ to $\tilde{s}$ as a result of executing $\Upsilon$ is $\mathcal{P}$.

From every s-tangible state the empty multiset of activities can always be executed by rule $\mathbf{E}$. Hence, for s-tangible states, $\Upsilon$ may be the empty multiset, and its execution only decrements by one the timer values (if any) of the current state. Then we have a transition $s \xrightarrow{\emptyset}_{\mathcal{P}} \circlearrowleft s$ from an s-tangible state $s$ to the tangible state $\circlearrowleft s=[\circlearrowleft H]_{\approx}$ for $H \in s \cap$ SatOpRegDynExpr. Since structurally equivalent saturated operative dynamic expressions remain so after decreasing by one their timers, $\circlearrowleft s$ is unique for each $s$ and the definition is correct. Thus, $\circlearrowleft s$ corresponds to applying the empty move rule to an arbitrary
saturated operative dynamic expression from $s$, followed by taking the structural equivalence class of the result. We have to keep track of such executions, called the empty moves, since they affect the timers and have non-zero probabilities. This follows from the definition of $\operatorname{PF}(\emptyset, s)$ and the fact that the probabilities of stochastic multiactions belong to the interval $(0 ; 1)$. When it holds $\circlearrowleft H=H$ for $H \in s \cap S a t O p R e g D y n E x p r$, we obtain $\circlearrowleft s=s$. Then the empty move from $s$ is in the form of $s \xrightarrow{\emptyset} s$, called the empty loop. For w-tangible and vanishing states $\Upsilon$ cannot be the empty multiset, since we must execute some immediate (waiting) multiactions from them at the current (next) moment.

The step probabilities belong to the interval $(0 ; 1]$, being 1 when the only transition from an s-tangible state $s$ is the empty move one $s \xrightarrow{\emptyset}_{1} \circlearrowleft s$, or if there is a single transition from a w-tangible or a vanishing state. We write $s \xrightarrow{\Upsilon} \tilde{s}$ if $\exists \mathcal{P} s \xrightarrow{\Upsilon}_{\mathcal{P}} \tilde{s}$ and $s \rightarrow \tilde{s}$ if $\exists \Upsilon s \xrightarrow{\Upsilon} \tilde{s}$.

Isomorphism is a coincidence of systems up to renaming of their components.
Definition 15. Let $G, G^{\prime}$ be dynamic expressions and $T S(G)=\left(S_{G}, L_{G}, \mathcal{T}_{G}, s_{G}\right)$, $T S\left(G^{\prime}\right)=\left(S_{G^{\prime}}, L_{G^{\prime}}, \mathcal{T}_{G^{\prime}}, s_{G^{\prime}}\right)$ be their transition systems. A mapping $\beta: S_{G} \rightarrow$ $S_{G^{\prime}}$ is an isomorphism between $T S(G)$ and $T S\left(G^{\prime}\right)$, denoted by $\beta: T S(G) \simeq$ $T S\left(G^{\prime}\right)$, if

1. $\beta$ is a bijection such that $\beta\left(s_{G}\right)=s_{G^{\prime}}$;
2. $\forall s, \tilde{s} \in S_{G} \forall \Upsilon s \xrightarrow{\Upsilon}_{\mathcal{P}} \tilde{s} \Leftrightarrow \beta(s) \xrightarrow{\Upsilon} \mathcal{P} \beta(\tilde{s})$.

Two transition systems $T S(G)$ and $T S\left(G^{\prime}\right)$ are isomorphic, denoted by $T S(G) \simeq$ $T S\left(G^{\prime}\right)$, if $\exists \beta: T S(G) \simeq T S\left(G^{\prime}\right)$.

Definition 16. Two dynamic expressions $G$ and $G^{\prime}$ are equivalent with respect to transition systems, denoted by $G={ }_{t s} G^{\prime}$, if $T S(G) \simeq T S\left(G^{\prime}\right)$.

Let $N=\left(P_{N}, T_{N}, W_{N}, D_{N}, \Omega_{N}, \mathcal{L}_{N}, Q_{N}\right)$ be a LDTSDPN [40] and $Q, \widetilde{Q}$ be its states. Then the average sojourn time $S J(Q)$, the sojourn time variance $V A R(Q)$, the probabilities $P M^{*}(Q, \widetilde{Q})$, the transition relation $Q \rightarrow \mathcal{P} \widetilde{Q}$, the EDTMC EDTMC(N), the underlying SMC $S M C(N)$ and the steady-state PMF for it are defined like the corresponding notions for dynamic expressions in [41]. Every marked and clocked plain dtsd-box [40] can be interpreted as an LDTSDPN. Therefore, we can evaluate performance with the LDTSDPNs corresponding to dtsd-boxes and then transfer the results to the latter.

## 4 Stochastic equivalences

The semantic equivalence $=_{t s}$ is too discriminating in many cases, hence, we need weaker equivalence notions. These equivalences should possess the following necessary properties. First, any two equivalent processes must have the same sequences of multisets of multiactions, which are the multiaction parts of the activities executed in steps starting from the initial states of the processes. Second,
for every such sequence, its execution probabilities within both processes must coincide. Third, the desired equivalence should preserve the branching structure of computations, i.e. the points of choice of an external observer between several extensions of a particular computation should be taken into account. In this section, we define one such notion: step stochastic bisimulation equivalence.

Bisimulation equivalences respect the particular points of choice in the behavior of a system. To define stochastic bisimulation equivalences, we have to consider a bisimulation as an equivalence relation that partitions the states of the union of the transition systems $T S(G)$ and $T S\left(G^{\prime}\right)$ of two dynamic expressions $G$ and $G^{\prime}$ to be compared. For $G$ and $G^{\prime}$ to be bisimulation equivalent, the initial states $[G] \approx$ and $\left[G^{\prime}\right]_{\approx}$ of their transition systems should be related by a bisimulation having the following transfer property: if two states are related then in each of them the same multisets of multiactions can occur, leading with the identical overall probability from each of the two states to the same equivalence class for every such multiset.

We follow the approaches of $[16,19,13,14,7,5,6]$, but we implement step semantics instead of interleaving one considered in these papers. Recall also that we use the generative probabilistic transition systems, like in [16], in contrast to the reactive model, treated in [19], and we take transition probabilities instead of transition rates from $[13,14,7,5,6]$. Thus, step stochastic bisimulation equivalence that we define further is (in the probabilistic sense) comparable only with interleaving probabilistic bisimulation equivalence from [16], and our relation is obviously stronger.

In the definition below, we consider $\mathcal{L}(\Upsilon) \in \mathbb{N}_{\text {fin }}^{\mathcal{L}}$ for $\Upsilon \in \mathbb{N}_{\text {fin }}^{\mathcal{S I} \mathcal{L}}$, i.e. (possibly empty) multisets of multiactions. The multiactions can be empty as well. In this case, $\mathcal{L}(\Upsilon)$ contains the elements $\emptyset$, but it is not empty itself.

Let $G$ be a dynamic expression and $\mathcal{H} \subseteq D R(G)$. For any $s \in D R(G)$ and $A \in$ $\mathbb{N}_{\text {fin }}^{\mathcal{L}}$, we write $s{ }_{\rightarrow}^{A} \mathcal{H}$, where $\mathcal{P}=P M_{A}(s, \mathcal{H})$ is the overall probability to move from $s$ into the set of states $\mathcal{H}$ via steps with the multiaction part $A$ defined as

$$
P M_{A}(s, \mathcal{H})=\sum_{\{\Upsilon \mid \exists \tilde{s} \in \mathcal{H}} \sum_{s \rightarrow \tilde{s}, \mathcal{L}(\Upsilon)=A\}} P T(\Upsilon, s) .
$$

We write $s \xrightarrow{A} \mathcal{H}$ if $\exists \mathcal{P} s \xrightarrow{A} \mathcal{P} \mathcal{H}$. Further, we write $s \rightarrow_{\mathcal{P}} \mathcal{H}$ if $\exists A s \xrightarrow{A} \mathcal{H}$, where $\mathcal{P}=P M(s, \mathcal{H})$ is the overall probability to move from $s$ into the set of states $\mathcal{H}$ via any steps defined as

$$
P M(s, \mathcal{H})=\sum_{\{\Upsilon \mid \exists \tilde{s} \in \mathcal{H}} P T(\Upsilon, s) .
$$


The mean value formula for the geometrical distribution allows us to calculate the average sojourn time in $s \in D R_{T}(G)$ as $S J(s)=\frac{1}{1-P M(s, s)}$. The average sojourn time in each vanishing state $s \in D R_{V}(G)$ is $S J(s)=0$. Let $s \in D R(G)$.

The average sojourn time in the state $s$ is

$$
S J(s)= \begin{cases}\frac{1}{1-P M(s, s)}, & s \in D R_{T}(G) \\ 0, & s \in D R_{V}(G)\end{cases}
$$

The average sojourn time vector of $G$, denoted by $S J$, has the elements $S J(s)$, $s \in D R(G)$.

The sojourn time variance in the state $s$ is

$$
V A R(s)= \begin{cases}\frac{P M(s, s)}{(1-P M(s, s))^{2}}, & s \in D R_{T}(G) ; \\ 0, & s \in D R_{V}(G) .\end{cases}
$$

The sojourn time variance vector of $G$, denoted by $V A R$, has the elements $V A R(s), s \in D R(G)$.

Definition 17. Let $G$ and $G^{\prime}$ be dynamic expressions. An equivalence relation $\mathcal{R} \subseteq\left(D R(G) \cup D R\left(G^{\prime}\right)\right)^{2}$ is a step stochastic bisimulation between $G$ and $G^{\prime}$, denoted by $\mathcal{R}: G \unlhd_{s s} G^{\prime}$, if:

1. $\left([G]_{\approx},\left[G^{\prime}\right]_{\approx}\right) \in \mathcal{R}$.
2. $\left(s_{1}, s_{2}\right) \in \mathcal{R}$ implies $S J\left(s_{1}\right)=0 \Leftrightarrow S J\left(s_{2}\right)=0$ and
$\forall \mathcal{H} \in\left(D R(G) \cup D R\left(G^{\prime}\right)\right) / \mathcal{R} \forall A \in \mathbb{N}_{\text {fin }}^{\mathcal{L}} s_{1} \xrightarrow{A} \mathcal{P} \mathcal{H} \Leftrightarrow s_{2} \xrightarrow{A}_{\mathcal{P}} \mathcal{H}$.
Two dynamic expressions $G$ and $G^{\prime}$ are step stochastic bisimulation equivalent, denoted by $G \unlhd_{s s} G^{\prime}$, if $\exists \mathcal{R}: G \unlhd_{s s} G^{\prime}$.

The condition $S J\left(s_{1}\right)=0 \Leftrightarrow S J\left(s_{2}\right)=0$ in item 2 of the definition above is needed to make difference between w -tangible states (all having at least one time unit sojourn times) and vanishing states (all having zero sojourn times). Both from w-tangible and vanishing states, no empty moves can be made, unlike stangible states, from which empty moves are always possible. When comparing dynamic expressions for step stochastic bisimulation equivalence, we can use empty moves only to make difference between s-tangible and other (w-tangible or vanishing) states.

We define the multiaction transition systems, whose transitions are labeled with the multisets of multiactions, extracted from the corresponding activities.

Definition 18. Let $G$ be a dynamic expression. The (labeled probabilistic) multiaction transition system of $G$ is a quadruple $T S_{\mathcal{L}}(G)=\left(S_{\mathcal{L}}, L_{\mathcal{L}}, \mathcal{T}_{\mathcal{L}}, s_{\mathcal{L}}\right)$, where
$-S_{\mathcal{L}}=D R(G) ;$
$-L_{\mathcal{L}}=\mathbb{N}_{\text {fin }}^{\mathcal{L}} \times(0 ; 1] ;$
$-\mathcal{T}_{\mathcal{L}}=\left\{\left(s,\left(A, P M_{A}(s,\{\tilde{s}\})\right), \tilde{s}\right) \mid s, \tilde{s} \in D R(G), s \xrightarrow{A} \tilde{s}\right\} ;$
$-s_{\mathcal{L}}=[G]_{\approx}$.
The transition $(s,(A, \mathcal{P}), \tilde{s}) \in \mathcal{T}_{\mathcal{L}}$ will be written as $s \xrightarrow{A} \mathcal{P} \tilde{s}$.
Let $G$ and $G^{\prime}$ be dynamic expressions and $\mathcal{R}: G \unlhd_{s s} G^{\prime}$. Then the relation $\mathcal{R}$ can be interpreted as a step stochastic bisimulation between the transition systems $T S_{\mathcal{L}}(G)$ and $T S_{\mathcal{L}}\left(G^{\prime}\right)$, denoted by $\mathcal{R}: T S_{\mathcal{L}}(G) \not \leftrightarrows_{s s} T S_{\mathcal{L}}\left(G^{\prime}\right)$, which is
defined by analogy (excepting step semantics) with interleaving probabilistic bisimulation on generative probabilistic transition systems from [16].

The following proposition states that every step stochastic bisimulation binds s-tangible states only with s-tangible ones, and the same is valid for w-tangible states, as well as for vanishing states.

Proposition 3. Let $G$ and $G^{\prime}$ be dynamic expressions and $\mathcal{R}: G \unlhd_{s s} G^{\prime}$. Then $\mathcal{R} \subseteq\left(D R_{S T}(G) \cup D R_{S T}\left(G^{\prime}\right)\right)^{2} \uplus\left(D R_{W T}(G) \cup D R_{W T}\left(G^{\prime}\right)\right)^{2} \uplus\left(D R_{V}(G) \cup D R_{V}\left(G^{\prime}\right)\right)^{2}$.

Proof. See [40].
Proposition 3 implies $\mathcal{R} \subseteq\left(D R_{T}(G) \cup D R_{T}\left(G^{\prime}\right)\right)^{2} \uplus\left(D R_{V}(G) \cup D R_{V}\left(G^{\prime}\right)\right)^{2}$, since $D R_{T}(G)=D R_{S T}(G) \uplus D R_{W T}(G)$ and $D R_{T}\left(G^{\prime}\right)=D R_{S T}\left(G^{\prime}\right) \uplus D R_{W T}\left(G^{\prime}\right)$.

Let $\mathcal{R}_{s s}\left(G, G^{\prime}\right)=\bigcup\left\{\mathcal{R} \mid \mathcal{R}: G \unlhd_{s s} G^{\prime}\right\}$ be the union of all step stochastic bisimulations between $G$ and $G^{\prime}$. The following proposition proves that $\mathcal{R}_{s s}\left(G, G^{\prime}\right)$ is also an equivalence and $\mathcal{R}_{s s}\left(G, G^{\prime}\right): G \overleftrightarrow{\unlhd}_{s s} G^{\prime}$.

Proposition 4. Let $G$ and $G^{\prime}$ be dynamic expressions and $G \overleftrightarrow{G}_{s s} G^{\prime}$. Then $\mathcal{R}_{s s}\left(G, G^{\prime}\right)$ is the largest step stochastic bisimulation between $\bar{G}$ and $G^{\prime}$.

Proof. See [40].
The next theorem shows that both the semantics are bisimulation equivalent.
Theorem 1. For any static expression $E, T S(\bar{E}) \unlhd_{s s} R G\left(B o x_{d t s d}(\bar{E})\right)$.
Proof. See [40].
We now compare the discrimination power of the stochastic equivalences.
Theorem 2. For dynamic expressions $G$ and $G^{\prime}$ the strict implications hold:

$$
G \approx G^{\prime} \Rightarrow G={ }_{t s} G^{\prime} \Rightarrow G \unlhd_{s s} G^{\prime}
$$

Proof. See [40].

## 5 Reduction modulo equivalences

The equivalences which we proposed can be used to reduce transition systems and SMCs of expressions (reachability graphs and SMCs of dtsd-boxes). Reductions of graph-based models, like transition systems, reachability graphs and SMCs, result in those with less states (the graph nodes). The goal of the reduction is to decrease the number of states in the semantic representation of the modeled system while preserving its important qualitative and quantitative behavioural properties. Thus, the reduction allows one to simplify the functional and performance analysis.

We now consider the quotient transition systems and Markov chains (SMCs, DTMCs, RDTMCs).

An autobisimulation is a bisimulation between an expression and itself. For a dynamic expression $G$ and a step stochastic autobisimulation on it $\mathcal{R}: G \unlhd_{s s} G$, let $\mathcal{K} \in D R(G) / \mathcal{R}$ and $s_{1}, s_{2} \in \mathcal{K}$. We have $\forall \tilde{\mathcal{K}} \in D R(G) / \mathcal{R} \forall A \in \mathbb{N}_{\text {fin }}^{\mathcal{L}}{ }^{\mathcal{L}} s_{1}{ }_{\rightarrow}{ }_{\mathcal{P}}$ $\widetilde{\mathcal{K}} \Leftrightarrow s_{2}{ }_{\rightarrow}^{\mathcal{A}} \tilde{\mathcal{K}}$. The previous equality is valid for all $s_{1}, s_{2} \in \mathcal{K}$, hence, we can rewrite it as $\mathcal{K} \xrightarrow{A} \mathcal{P} \widetilde{\mathcal{K}}$, where $\mathcal{P}=P M_{A}(\mathcal{K}, \widetilde{\mathcal{K}})=P M_{A}\left(s_{1}, \widetilde{\mathcal{K}}\right)=P M_{A}\left(s_{2}, \widetilde{\mathcal{K}}\right)$.

We write $\mathcal{K} \xrightarrow{A} \widetilde{\mathcal{K}}$ if $\exists \mathcal{P} \mathcal{K} \xrightarrow{A} \mathcal{P} \widetilde{\mathcal{K}}$ and $\mathcal{K} \rightarrow \widetilde{\mathcal{K}}$ if $\exists A \mathcal{K} \xrightarrow{A} \widetilde{\mathcal{K}}$. The similar arguments allow us to write $\mathcal{K} \rightarrow_{\mathcal{P}} \widetilde{\mathcal{K}}$, where $\mathcal{P}=P M(\mathcal{K}, \widetilde{\mathcal{K}})=P M\left(s_{1}, \widetilde{\mathcal{K}}\right)=$ $P M\left(s_{2}, \widetilde{\mathcal{K}}\right)$.

By the note after Proposition 3, $\mathcal{R} \subseteq\left(D R_{T}(G)\right)^{2} \uplus\left(D R_{V}(G)\right)^{2}$. Hence, $\forall \mathcal{K} \in D R(G) / \mathcal{R}$, all states from $\mathcal{K}$ are tangible, when $\mathcal{K} \in D R_{T}(G) / \mathcal{R}$, or all of them are vanishing, when $\mathcal{K} \in D R_{V}(G) / \mathcal{R}$.
The average sojourn time in the equivalence class (with respect to $\mathcal{R}$ ) of states $\mathcal{K}$ is

$$
S J_{\mathcal{R}}(\mathcal{K})= \begin{cases}\frac{1}{1-P M(\mathcal{K}, \mathcal{K})}, & \mathcal{K} \in D R_{T}(G) / \mathcal{R} \\ 0, & \mathcal{K} \in D R_{V}(G) / \mathcal{R}\end{cases}
$$

The average sojourn time vector for the equivalence classes (with respect to $\mathcal{R}$ ) of states of $G$, denoted by $S J_{\mathcal{R}}$, has the elements $S J_{\mathcal{R}}(\mathcal{K}), \mathcal{K} \in D R(G) / \mathcal{R}$.
The sojourn time variance in the equivalence class (with respect to $\mathcal{R}$ ) of states $\mathcal{K}$ is

$$
V A R_{\mathcal{R}}(\mathcal{K})= \begin{cases}\frac{P M(\mathcal{K}, \mathcal{K})}{(1-P M(\mathcal{K}, \mathcal{K}))^{2}}, & \mathcal{K} \in D R_{T}(G) / \mathcal{R} \\ 0, & \mathcal{K} \in D R_{V}(G) / \mathcal{R}\end{cases}
$$

The sojourn time variance vector for the equivalence classes (with respect to $\mathcal{R}$ ) of states of $G$, denoted by $V A R_{\mathcal{R}}$, has the elements $V A R_{\mathcal{R}}(\mathcal{K}), \mathcal{K} \in D R(G) / \mathcal{R}$.

Let $\mathcal{R}_{s s}(G)=\bigcup\left\{\mathcal{R} \mid \mathcal{R}: G \unlhd_{s s} G\right\}$ be the union of all step stochastic autobisimulations on $G$. By Proposition $4, \mathcal{R}_{s s}(G)$ is the largest step stochastic autobisimulation on $G$. Based on the equivalence classes with respect to $\mathcal{R}_{s s}(G)$, the quotient (by $\unlhd_{s s}$ ) transition systems and the quotient (by $\leftrightarrows_{s s}$ ) underlying SMCs of expressions can be defined. The mentioned equivalence classes become the quotient states. The average sojourn time in a quotient state is that in the corresponding equivalence class. Every quotient transition between two such composite states represents all steps (having the same multiaction part in case of the transition system quotient) from the first state to the second one.

Definition 19. Let $G$ be a dynamic expression. The quotient (by $\overleftrightarrow{\Perp}_{s s}$ ) (labeled probabilistic) transition system of $G$ is a quadruple $T S_{\uplus_{s s}}(G)=$

$-S_{\uplus_{s s}}=D R(G) / \mathcal{R}_{s s}(G) ;$
$-L_{\oiint_{s s}}=\mathbb{N}_{\text {fin }}^{\mathcal{L}} \times(0 ; 1] ;$
$-\mathcal{T}_{\underline{ङ}_{s s}}=\left\{\left(\mathcal{K},\left(A, P M_{A}(\mathcal{K}, \tilde{\mathcal{K}})\right), \tilde{\mathcal{K}}\right) \mid \mathcal{K}, \widetilde{\mathcal{K}} \in D R(G) / \mathcal{R}_{s s}(G), \mathcal{K} \xrightarrow{A} \widetilde{\mathcal{K}}\right\} ;$
$-s_{\Xi_{s s}}=\left[[G]_{\approx}\right]_{\mathcal{R}_{s s}(G)}$.

The transition $(\mathcal{K},(A, \mathcal{P}), \widetilde{\mathcal{K}}) \in \mathcal{T}_{\leftrightarrows_{s}}$ will be written as $\mathcal{K} \xrightarrow{A}_{\mathcal{P}} \widetilde{\mathcal{K}}$.
Let $G$ be a dynamic expression. We define the relation $\mathcal{R}_{\mathcal{L} s s}(G)=\{(s, \mathcal{K})$, $\left.(\mathcal{K}, s) \mid s \in \mathcal{K} \in D R(G) / \mathcal{R}_{s s}(G)\right\}^{+}$, where ${ }^{+}$is the transitive closure operation. One can see that $\mathcal{R}_{\mathcal{L} s s}(G) \subseteq\left(D R(G) \cup D R(G) / \mathcal{R}_{s s}(G)\right)^{2}$ is an equivalence relation that partitions the set $D R(G) \cup D R(G) / \mathcal{R}_{s s}(G)$ to the equivalence classes $\mathcal{L}_{1}, \ldots, \mathcal{L}_{n}$, defined as $\mathcal{L}_{i}=\mathcal{K}_{i} \cup\left\{\mathcal{K}_{i}\right\}(1 \leq i \leq n)$, where $D R(G) / \mathcal{R}_{s s}(G)=$ $\left\{\mathcal{K}_{1}, \ldots, \mathcal{K}_{n}\right\}$. The relation $\mathcal{R}_{\mathcal{L} s s}(G)$ can be interpreted as a step stochastic bisimulation between the transition systems $T S_{\mathcal{L}}(G)$ and $T S_{\uplus_{s s}}(G)$, denoted by $\mathcal{R}_{\mathcal{L} s s}(G): T S_{\mathcal{L}}(G) \overleftrightarrow{\leftrightarrows}_{s s} T S_{\uplus_{s s}}(G)$, which is defined by analogy (excepting step semantics) with interleaving probabilistic bisimulation on generative probabilistic transition systems from [16]. It is clear that from this viewpoint, $\mathcal{R}_{\mathcal{L} s s}(G)$ is also the union of all step stochastic bisimulations and largest step stochastic bisimulation between $T S_{\mathcal{L}}(G)$ and $T S_{\oiint_{s s}}(G)$.

The quotient (by $\overleftrightarrow{L}_{s s}$ ) reachability graphs are defined similarly to the quotient transition systems. Let $\simeq$ denote isomorphism between quotient transition systems and quotient reachability graphs that binds their initial states. The following proposition connects quotient (by $\overleftrightarrow{\leftrightarrows}_{s s}$ ) transition systems of the overlined static expressions and quotient reachability graphs of their dtsd-boxes.

Proposition 5. For any static expression E,

$$
T S_{\uplus_{s s}}(\bar{E}) \simeq R G_{\oiint_{s s}}\left(\operatorname{Box}_{d t s d}(\bar{E})\right) .
$$

Proof. See [42].
The quotient (by $\overleftrightarrow{\leftrightarrows}_{s s}$ ) average sojourn time vector of $G$ is $S J_{\overleftrightarrow{\leftrightarrow}_{s s}}=S J_{\mathcal{R}_{s s}(G)}$. The quotient (by $\unlhd_{s s}$ ) sojourn time variance vector of $G$ is $V A R_{\leftrightarrows_{s}}^{s}=V A R_{\mathcal{R}_{s s}(G)}$.

Let $G$ be a dynamic expression and $\mathcal{K}, \widetilde{\mathcal{K}} \in D R(G) / \mathcal{R}_{s s}(G)$. The transition system $T S_{\uplus_{s s}}(G)$ can have self-loops going from an equivalence class to itself which have a non-zero probability. The current equivalence class remains unchanged in this case.

Let $\mathcal{K} \rightarrow \mathcal{K}$. The probability to stay in $\mathcal{K}$ due to $k(k \geq 1)$ self-loops is

$$
P M(\mathcal{K}, \mathcal{K})^{k}
$$

The quotient (by $\overleftrightarrow{s}_{\text {ss }}$ ) self-loops abstraction factor in the equivalence class $\mathcal{K}$ is

$$
S L_{\oiint_{s s}}(\mathcal{K})= \begin{cases}\frac{1}{1-P M(\mathcal{K}, \mathcal{K})}, & \mathcal{K} \rightarrow \mathcal{K} ; \\ 1, & \text { otherwise } .\end{cases}
$$

The quotient (by $\unlhd_{s s}$ ) self-loops abstraction vector of $G$, denoted by $S L_{\uplus_{s s}}$, has the elements $S L_{\uplus_{s s}}(\mathcal{K}), \mathcal{K} \in D R(G) / \mathcal{R}_{s s}(G)$.

Let $\mathcal{K} \rightarrow \widetilde{\mathcal{K}}$ and $\mathcal{K} \neq \widetilde{\mathcal{K}}$, i.e. $\operatorname{PM}(\mathcal{K}, \mathcal{K})<1$. The probability to move from $\mathcal{K}$ to $\widetilde{\mathcal{K}}$ by executing any multiset of activities after possible self-loops is

$$
P M^{*}(\mathcal{K}, \widetilde{\mathcal{K}})=\left\{\begin{array}{cc}
P M(\mathcal{K}, \widetilde{\mathcal{K}}) \sum_{k=0}^{\infty} P M(\mathcal{K}, \mathcal{K})^{k}=\frac{P M(\mathcal{K}, \tilde{\mathcal{K}})}{1-P M(\mathcal{K}, \mathcal{K})}, \mathcal{K} \rightarrow \mathcal{K} ; \\
P M(\mathcal{K}, \widetilde{\mathcal{K}}), & \text { otherwise; }
\end{array}\right\}=
$$

The value $k=0$ in the summation is for the case when no self-loops occur.
Let $\mathcal{K} \in D R_{T}(G) / \mathcal{R}_{s s}(G)$. If there exist self-loops from $\mathcal{K}$ (i.e. if $\mathcal{K} \rightarrow \mathcal{K}$ ) then $P M(\mathcal{K}, \mathcal{K})>0$ and $S L_{\oiint_{s s}}(\mathcal{K})=\frac{1}{1-P M(\mathcal{K}, \mathcal{K})}=S J_{\oiint_{s s}}(\mathcal{K})$. Otherwise, if there exist no self-loops from $\mathcal{K}$ then $P M(\mathcal{K}, \mathcal{K})=0$ and $S L_{\leftrightarrows_{\text {ss }}}(\mathcal{K})=1=$ $\frac{1}{1-P M(\mathcal{K}, \mathcal{K})}=S J_{\oiint_{s s}}(\mathcal{K})$. Thus, $\forall \mathcal{K} \in D R_{T}(G) / \mathcal{R}_{s s}(G) S L_{\oiint_{s s}}(\mathcal{K})=S J_{\uplus_{s s}}(\mathcal{K})$, hence, $\forall \mathcal{K} \in D R_{T}(G) / \mathcal{R}_{s s}(G)$ with $P M(\mathcal{K}, \mathcal{K})<1$ it holds $P M^{*}(\mathcal{K}, \widetilde{\mathcal{K}})=$ $S J_{\oiint_{s s}}(\mathcal{K}) P M(\mathcal{K}, \widetilde{\mathcal{K}})$. Note that the self-loops from the equivalence classes of tangible states are of the empty or non-empty type, the latter produced by iteration, since empty loops are not possible from the equivalence classes of wtangible states, but they are possible from the equivalence classes of s-tangible states, while non-empty loops are possible from the equivalence classes of both s -tangible and w -tangible states.

Let $\mathcal{K} \in D R_{V}(G) /_{\mathcal{R}_{s s}(G)}$. We have $\forall \mathcal{K} \in D R_{V}(G) / \mathcal{R}_{s s}(G) S L_{\oiint_{s s}}(\mathcal{K}) \neq$ $S J_{\oiint_{s s}}(\mathcal{K})=0$ and $\forall \mathcal{K} \in D R_{V}(G) / \mathcal{R}_{s s}(G)$ with $P M(\mathcal{K}, \mathcal{K})<1$ it holds $P M^{*}(\mathcal{K}, \widetilde{\mathcal{K}})=S L_{\oiint_{s s}}(\mathcal{K}) P M(\mathcal{K}, \widetilde{\mathcal{K}})$. If there exist self-loops from $\mathcal{K}$ then $P M^{*}(\mathcal{K}, \widetilde{\mathcal{K}})=\frac{P M(\mathcal{K}, \tilde{\mathcal{K}})}{1-P M(\mathcal{K}, \mathcal{K})}$ when $P M(\mathcal{K}, \mathcal{K})<1$. Otherwise, if there exist no self-loops from $\mathcal{K}$ then $P M^{*}(\mathcal{K}, \widetilde{\mathcal{K}})=P M(\mathcal{K}, \widetilde{\mathcal{K}})$. Note that the self-loops from the equivalence classes of vanishing states are always of the non-empty type, produced by iteration, since empty loops are not possible from the equivalence classes of vanishing states.

Definition 20. Let $G$ be a dynamic expression. The quotient (by $\leftrightarrows_{s s}$ ) EDTMC of $G$, denoted by $E D T M C_{\oiint_{s s}}(G)$, has the state space $D R(G) / \mathcal{R}_{s s}(G)$, the initial state $\left[[G]_{\approx}\right]_{\mathcal{R}_{s s}(G)}$ and the transitions $\mathcal{K} \rightarrow_{\mathcal{P}} \widetilde{\mathcal{K}}$, if $\mathcal{K} \rightarrow \widetilde{\mathcal{K}}$ and $\mathcal{K} \neq \widetilde{\mathcal{K}}$, where $\mathcal{P}=P M^{*}(\mathcal{K}, \tilde{\mathcal{K}})$; or $\mathcal{K} \rightarrow{ }_{1} \mathcal{K}$, if $P M(\mathcal{K}, \mathcal{K})=1$.

The quotient (by $\leftrightarrows_{s s}$ ) underlying SMC of $G$, denoted by $S M C_{\leftrightarrows_{。}}(G)$, has the EDTMC EDTMC ${\underset{\oiint}{s s}}(G)$ and the sojourn time in every $\mathcal{K} \in D R_{T}(G) / \mathcal{R}_{s s}(G)$ is geometrically distributed with the parameter $1-P M(\mathcal{K}, \mathcal{K})$ while the sojourn time in every $\mathcal{K} \in D R_{V}(G) / \mathcal{R}_{s s}(G)$ is equal to zero.

The steady-state PMFs $\psi_{\boldsymbol{\dddot { ~ }}_{s s}}^{*}$ for $E D T M C_{\uplus_{s s}}(G)$ and $\varphi_{\uplus_{s s}}$ for $S M C_{\uplus_{s s}}(G)$ are defined like the respective notions $\psi^{*}$ for $\operatorname{EDTMC}(G)$ and $\varphi$ for $S M C(G)$ [41].

Let $\simeq$ denote isomorphism between SMCs that binds their initial states, where two SMCs are isomorphic if their EDTMCs are so and the sojourn times in the isomorphic states of the EDTMCs are identically distributed. The following proposition establishes a connection between quotient (by $\uplus_{s s}$ ) SMCs of the overlined static expressions and quotient SMCs of their dtsd-boxes.

Proposition 6. For any static expression E

$$
S M C_{\uplus_{s s}}(\bar{E}) \simeq S M C_{\uplus_{s s}}\left(\operatorname{Box}_{d t s d}(\bar{E})\right) .
$$

Proof. See [42].
The quotients of both transition systems and underlying SMCs are the minimal reductions of the mentioned objects modulo step stochastic bisimulations. The quotients can be used to simplify analysis of system properties which are preserved by $\uplus_{s s}$, since potentially less states should be examined for it.

Let us consider quotient (by $\unlhd_{s s}$ ) DTMCs of expressions based on the state change probabilities $P M(\mathcal{K}, \widetilde{\mathcal{K}})$.

Definition 21. Let $G$ be a dynamic expression. The quotient (by $\leftrightarrows_{s s}$ ) DTMC of $G$, denoted by $D T M C_{\uplus_{s s}}(G)$, has the state space $D R(G) / \mathcal{R}_{s s}(G)$, the initial state $\left[[G]_{\approx}\right]_{\mathcal{R}_{s s}(G)}$ and the transitions $\mathcal{K} \rightarrow_{\mathcal{P}} \widetilde{\mathcal{K}}$, where $\mathcal{P}=P M(\mathcal{K}, \widetilde{\mathcal{K}})$.

The steady-state PMF $\psi_{\leftrightarrows_{s}}$ for $D T M C_{\uplus_{s s}}(G)$ is defined like the corresponding notion $\psi$ for $D T M \overline{C(G)}$ [41].
Eliminating equivalence classes (with respect to $\mathcal{R}_{s s}(G)$ ) of vanishing states from the quotient (by $\overleftrightarrow{-}_{s s}$ ) DTMCs of expressions results in the reductions of the DTMCs.

Definition 22. The reduced quotient (by $\leftrightarrows_{s s}$ ) DTMC of $G$, denoted by $R D T M C_{\uplus_{s s}}(G)$, is defined like RDTMC $(G)$ in [41], but it is constructed from $D T M H_{\uplus_{s s}}(G)$ instead of $D T M C(G)$.

The steady-state PMF $\psi_{\boldsymbol{母}_{s}}^{\diamond}$ for $R D T M C_{\underline{\underline{~}}_{s}}(G)$ is defined like the corresponding notion $\psi^{\diamond}$ for $R D T \bar{M}^{s} C(G)$ [41].

The relationships between the steady-state PMFs $\psi_{\underline{\Perp}_{s s}}$ and $\psi_{\underline{\underline{s}}_{s s}}^{*}, \varphi_{\uplus_{s s}}$ and
 sions in Proposition 3, Proposition 4 and Proposition 5 from [41], respectively.

## 6 Stationary behaviour

Let us examine how the proposed equivalences can be used to compare the behaviour of stochastic processes in their steady states. We shall consider only formulas specifying stochastic processes with infinite behavior, i.e. expressions with the iteration operator. Note that the iteration operator does not guarantee infiniteness of behaviour, since there can exist a deadlock (blocking) within the body (the second argument) of iteration when the corresponding subprocess does not reach its final state by some reasons. In particular, consider the expression Stop $=\left(\{g\}, \frac{1}{2}\right) \mathrm{rs} g$ specifying the non-terminating process that performs only empty loops with probability 1. If the body of iteration contains the Stop expression then the iteration will be "broken". On the other hand, the iteration body can be left after a finite number of its repeated executions and then the iteration
termination is started. To avoid executing any activities after the iteration body, we take Stop as the termination argument of iteration.

We consider only the process expressions such that their underlying SMCs contain exactly one closed communication class of states, and this class should be ergodic to ensure uniqueness of the stationary distribution, which is also the limiting one. The states not belonging to that class do not disturb the uniqueness, since the closed communication class is single, hence, they all are transient. Then, for each transient state, the steady-state probability to be in it is zero while the steady-state probability to enter into the ergodic class starting from that state is equal to one.

### 6.1 Steady state, residence time and equivalences

The following proposition demonstrates that, for two dynamic expressions related by $\overleftrightarrow{\unlhd}_{s s}$, the steady-state probabilities to enter into an equivalence class coincide. Therefore, the mean recurrence time for an equivalence class is the same for both expressions.
Proposition 7. Let $G, G^{\prime}$ be dynamic expressions with $\mathcal{R}: G \leftrightarrows_{s s} G^{\prime}$ and $\varphi$ be the steady-state PMF for $S M C(G), \varphi^{\prime}$ be the steady-state PMF for $\operatorname{SMC}\left(G^{\prime}\right)$. Then $\forall \mathcal{H} \in\left(D R(G) \cup D R\left(G^{\prime}\right)\right) / \mathcal{R}$

$$
\sum_{s \in \mathcal{H} \cap D R(G)} \varphi(s)=\sum_{s^{\prime} \in \mathcal{H} \cap D R\left(G^{\prime}\right)} \varphi^{\prime}\left(s^{\prime}\right) .
$$

Proof. The standard proof is analogous to that of Proposition 6 from [47]. The alternative proof is in [42].

Let $G$ be a dynamic expression and $\varphi$ be the steady-state PMF for $S M C(G)$, $\varphi_{\uplus_{s s}}$ be the steady-state PMF for $S M C_{\uplus_{s s}}(G)$. By Proposition 7 (modified for $\overline{\mathcal{R}_{\mathcal{L} s s}}(G)$, we have $\forall \mathcal{K} \in D R(G) / \mathcal{R}_{s s}(G)$

$$
\varphi_{\uplus_{s s}}(\mathcal{K})=\sum_{s \in \mathcal{K}} \varphi(s) .
$$

Thus, for every equivalence class $\mathcal{K} \in D R(G) / \mathcal{R}_{s s}(G)$, the value of $\varphi_{\uplus_{s s}}$ for $\mathcal{K}$ is the sum of all values of $\varphi$ corresponding to the states from $\mathcal{K}$.

By Proposition $7, \overleftrightarrow{\leftrightarrows}_{s s}$ preserves the quantitative properties of the stationary behaviour (the level of SMCs). We now intend to demonstrate that the qualitative properties of the stationary behaviour based on the multiaction labels are preserved as well (the level of transition systems).
Definition 23. A derived step trace of a dynamic expression $G$ is a chain $\Sigma=$ $A_{1} \cdots A_{n} \in\left(\mathbb{N}_{\text {fin }}^{\mathcal{L}}\right)^{*}$, where $\exists s \in D R(G) s \xrightarrow{\Upsilon_{1}} s_{1} \xrightarrow{\Upsilon_{2}} \cdots \xrightarrow{\Upsilon_{n}} s_{n}, \mathcal{L}\left(\Upsilon_{i}\right)=A_{i}(1 \leq$ $i \leq n)$. Then the probability to execute the derived step trace $\Sigma$ in $s$ is

The following theorem demonstrates that, for two dynamic expressions related by $\overleftrightarrow{\leftrightarrows}_{s s}$, the steady-state probabilities to enter into an equivalence class and start a derived step trace from it coincide.
Theorem 3. Let $G, G^{\prime}$ be dynamic expressions with $\mathcal{R}: G \overleftrightarrow{S}_{s s} G^{\prime}$ and $\varphi$ be the steady-state PMF for $\operatorname{SMC}(G), \varphi^{\prime}$ be the steady-state PMF for $S M C\left(G^{\prime}\right)$ and $\Sigma$ be a derived step trace of $G$ and $G^{\prime}$. Then $\forall \mathcal{H} \in\left(D R(G) \cup D R\left(G^{\prime}\right)\right) / \mathcal{R}$

$$
\sum_{s \in \mathcal{H} \cap D R(G)} \varphi(s) P T(\Sigma, s)=\sum_{s^{\prime} \in \mathcal{H} \cap D R\left(G^{\prime}\right)} \varphi^{\prime}\left(s^{\prime}\right) P T\left(\Sigma, s^{\prime}\right) .
$$

Proof. The proof is analogous to that of Theorem 4 from [47].
Let $G$ be a dynamic expression, $\varphi$ be the steady-state PMF for $S M C(G)$, $\varphi_{\uplus_{s s}}$ be the steady-state PMF for $S M C_{\uplus_{s s}}(G)$ and $\Sigma$ be a derived step trace of $G$. By Theorem 3 (modified for $\mathcal{R}_{\mathcal{L} s s}(\overline{G)})$, we get $\forall \mathcal{K} \in D R(G) / \mathcal{R}_{s s}(G)$

$$
\varphi_{\uplus_{s s}}(\mathcal{K}) P T(\Sigma, \mathcal{K})=\sum_{s \in \mathcal{K}} \varphi(s) P T(\Sigma, s),
$$

where $\forall s \in \mathcal{K} \operatorname{PT}(\Sigma, \mathcal{K})=P T(\Sigma, s)$.
The following proposition demonstrates that, for two dynamic expressions related by $\unlhd_{s s}$, the sojourn time averages in an equivalence class coincide, as well as the sojourn time variances in it.

Proposition 8. Let $G, G^{\prime}$ be dynamic expressions with $\mathcal{R}: G \overleftrightarrow{\Perp}_{s} G^{\prime}$. Then $\forall \mathcal{H} \in\left(D R(G) \cup D R\left(G^{\prime}\right)\right) / \mathcal{R}$

$$
\begin{aligned}
S J_{\mathcal{R} \cap(D R(G))^{2}}(\mathcal{H} \cap D R(G)) & =S J_{\mathcal{R} \cap\left(D R\left(G^{\prime}\right)\right)^{2}}\left(\mathcal{H} \cap D R\left(G^{\prime}\right)\right) \\
V A R_{\mathcal{R} \cap(D R(G))^{2}}(\mathcal{H} \cap D R(G)) & =V A R_{\mathcal{R} \cap\left(D R\left(G^{\prime}\right)\right)^{2}}\left(\mathcal{H} \cap D R\left(G^{\prime}\right)\right) .
\end{aligned}
$$

Proof. The proof is analogous to that of Proposition 7 from [47].

### 6.2 Preservation of performance and simplification of its analysis

Many performance indices are based on the steady-state probabilities to enter into a set of similar states or, after coming in it, to start a derived step trace from this set. Some of the indices are calculated using the average or the variance of sojourn time in a set of similar states. The similarity of states is captured by an equivalence relation, hence, the sets are the equivalence classes. Proposition 7, Theorem 3 and Proposition 8 guarantee coincidence of the mentioned indices for the expressions related by $\overleftrightarrow{\Xi}_{s s}$. Thus, $\overleftrightarrow{s}_{s s}$ (hence, all the stronger equivalences we have considered) preserves performance of stochastic systems modeled by expressions of dtsdPBC.

It is easier to evaluate performance using an SMC with less states, since in this case the size of the transition probability matrix will be smaller, and we shall solve systems of less equations to calculate steady-state probabilities. The reasoning above validates the next method of performance analysis simplification.

1. The investigated system is specified by a static expression of dtsdPBC.
2. The transition system of the expression is constructed.
3. After treating the transition system for self-similarity, a step stochastic autobisimulation equivalence for the expression is determined.
4. The quotient underlying SMC is derived from the quotient transition system.
5. Stationary probabilities and performance indices are obtained from the SMC.

The limitation of the method above is its applicability only to the expressions such that their underlying SMCs contain exactly one closed communication class of states, and this class should also be ergodic to ensure uniqueness of the stationary distribution. If an SMC contains several closed communication classes of states that are all ergodic then several stationary distributions may exist, which depend on the initial PMF. There is an analytical method to determine stationary probabilities for SMCs of this kind as well [18]. The underlying SMC of every process expression has only one initial PMF (that at the time moment 0 ), hence, the stationary distribution will be unique in this case too. The general steady-state probabilities are then calculated as the sum of the stationary probabilities of all the ergodic classes of states, weighted by the probabilities to enter into these classes, starting from the initial state and passing through some transient states. In addition, it is worth applying the method only to the systems with similar subprocesses.

Alternatively, the results at the end of Section 5 allow us to simplify the steps 4 and 5 of the method above by constructing the reduced quotient DTMC (instead of the quotient underlying SMC) from the quotient transition system, followed by calculating the stationary probabilities of the quotient underlying SMC using that DTMC, and then obtaining the performance indices. In more detail, the quotient transition system $T S_{\leftrightarrow_{s s}}(\bar{E})$ provides the information both about the probabilities to move between the equivalence classes of states $P M(\mathcal{K}, \widetilde{\mathcal{K}})$ and about the equivalence classes of vanishing states $D R_{V}(\bar{E}) / \mathcal{R}_{s s}(\bar{E})$. That information is used to construct the reordered quotient transition probability matrix (TPM) $\mathbf{P}_{r_{\uplus_{s s}}}$, from which the TPM $\mathbf{P}_{\uplus_{s s}}^{\diamond}$ for $R D T M C_{\uplus_{s s}}(\bar{E})$ is further obtained.

Figure 1 presents the main stages of the standard and alternative equivalencebased simplification of performance evaluation described above.


Fig. 1. Equivalence-based simplification of performance evaluation

## 7 Generalized shared memory system with maintenance

Let us consider a model of two processors accessing a common shared memory described in $[28,2,3]$ in the continuous time setting on GSPNs. We shall analyze this shared memory system in the discrete time stochastic setting of dtsdPBC, where concurrent execution of activities is possible, while no two transitions of a GSPN may fire simultaneously (in parallel). We also add to the system a feature of the memory maintenance. Our generalized model parameterizes the standard shared memory system by treating the probabilities and weights from its specification as variables (parameters). The model behaves as follows. After activation of the system (turning the computer on), two processors are active, and the common memory is available. Each processor can request an access to the memory after which the instantaneous decision is made, if the memory is available. When the decision is made in favour of a processor, it starts acquisition of the memory and the other processor should wait until the former one ends its memory operations, and the system returns to the state with both active processors and available common memory. If the memory is available and not required then its maintenance can be initiated, followed by the short memory service works (for example, the checksum test) during a fixed period of time, after which the memory becomes available again. If the memory requirement and its maintenance initiation happen at the same time then the service works start and no decision on the memory allocation is made while the memory is maintained. The diagram of the system is depicted in Figure 2.


Fig. 2. The diagram of the shared memory system with maintenance

### 7.1 The concrete system

The meaning of actions from the dtsdPBC expressions which will specify the system modules is as follows. The action $a$ corresponds to the system activation. The action $c$ specifies the memory maintenance initiation. The action $e$ means the short memory service (taking a fixed time of 1 unit). The actions $r_{i}(1 \leq i \leq 2)$ represent the common memory request (whose probability is 10 times greater than that of the maintenance initiation) of processor $i$. The actions $d_{i}$ correspond to the (instantaneous) decision on the memory allocation in favour of the
processor $i$. The actions $m_{i}$ represent the common memory access of processor $i$. The other actions are used for communication purposes only via synchronization, and we abstract from them later using restriction. For $a_{1}, \ldots, a_{n} \in \operatorname{Act}(n \in \mathbb{N})$, we abbreviate sy $a_{1} \cdots$ sy $a_{n}$ rs $a_{1} \cdots$ rs $a_{n}$ to $\operatorname{sr}\left(a_{1}, \ldots, a_{n}\right)$.

We take general values for all specified multiaction probabilities and weights. Let all stochastic multiactions have the same generalized probability $\rho \in(0 ; 1)$ and all deterministic ones have the same generalized weight $l \in \mathbb{R}_{>0}$. The specification $K$ of the generalized shared memory system with maintenance follows.

The static expression of the first processor is

$$
K_{1}=\left[\left(\left\{x_{1}\right\}, \rho\right) *\left(\left(\left\{r_{1}\right\}, \rho\right) ;\left(\left\{d_{1}, y_{1}\right\}, \mathfrak{b}_{l}^{0}\right) ;\left(\left\{m_{1}, z_{1}\right\}, \rho\right)\right) * \text { Stop }\right] .
$$

The static expression of the second processor is

$$
K_{2}=\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\left(\left\{r_{2}\right\}, \rho\right) ;\left(\left\{d_{2}, y_{2}\right\}, \mathfrak{h}_{l}^{0}\right) ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) * \text { Stop }\right] .
$$

The static expression of the shared memory is

$$
\begin{gathered}
K_{3}=\left[( \{ a , \widehat { x _ { 1 } } , \widehat { x _ { 2 } } \} , \rho ) * \left(\left(\left(\{c\}, \frac{\rho}{10}\right) ;\left(\{e\}, \natural_{l}^{1}\right)\right)[]\left(\left(\left\{\widehat{y_{1}}\right\}, \mathfrak{t}_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)[]\right.\right. \\
\left.\left.\left(\left(\left\{\widehat{y_{2}}\right\}, \natural_{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right) * \text { Stop }\right] .
\end{gathered}
$$

The static expression of the generalized shared memory system with maintenance is

$$
K=\left(K_{1}\left\|K_{2}\right\| K_{3}\right) \operatorname{sr}\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right) .
$$

Let us illustrate an effect of synchronization. As a result of the synchronization of immediate multiactions $\left(\left\{d_{i}, y_{i}\right\},\left\llcorner_{l}^{0}\right)\right.$ and $\left(\left\{\widehat{y}_{i}\right\}, \natural_{l}^{0}\right)$ we get is $\left(\left\{d_{i}\right\}, \natural_{2 l}\right)(1 \leq$ $i \leq 2)$. The synchronization of stochastic multiactions $\left(\left\{m_{i}, z_{i}\right\}, \rho\right)$ and $\left(\left\{\widehat{z_{i}}\right\}, \rho\right)$ produces $\left(\left\{m_{i}\right\}, \rho^{2}\right)(1 \leq i \leq 2)$. The result of synchronization of $\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right)$ with $\left(\left\{x_{1}\right\}, \rho\right)$ is $\left(\left\{a, \widehat{x_{2}}\right\}, \rho^{2}\right)$, and that of synchronization of $\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right)$ with $\left(\left\{x_{2}\right\}, \rho\right)$ is $\left(\left\{a, \widehat{x_{1}}\right\}, \rho^{2}\right)$. After applying synchronization to $\left(\left\{a, \widehat{x_{2}}\right\}, \rho^{2}\right)$ and $\left(\left\{x_{2}\right\}, \rho\right)$, as well as to $\left(\left\{a, \widehat{x_{1}}\right\}, \rho^{2}\right)$ and $\left(\left\{x_{1}\right\}, \rho\right)$, we get the activity $\left(\{a\}, \rho^{3}\right)$.
$D R(\bar{K})$ consists of the equivalence classes

$$
\begin{aligned}
& \tilde{s}_{1}=\left[\left(\overline{\left(\left\{x_{1}\right\}, \rho\right)} *\left(\left(\left\{r_{1}\right\}, \rho\right) ;\left(\left\{d_{1}, y_{1}\right\}, \mathfrak{L}_{l}^{0}\right) ;\left(\left\{m_{1}, z_{1}\right\}, \rho\right)\right) * \text { Stop }\right] \|\right. \\
& {\left[\overline{\left(\left\{x_{2}\right\}, \rho\right)} *\left(\left(\left\{r_{2}\right\}, \rho\right) ;\left(\left\{d_{2}, y_{2}\right\}, \mathfrak{t}_{l}^{0}\right) ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) * \text { Stop }\right] \|} \\
& {\left[\overline { ( \{ a , \widehat { x _ { 1 } } , \widehat { x _ { 2 } } \} , \rho ) } * \left(\left(\left(\{c\}, \frac{\rho}{10}\right) ;\left(\{e\},\left\llcorner_{l}^{1}\right)\right)[]\left(\left(\left\{\widehat{y_{1}}\right\},\left\llcorner_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)\right]\right]\right.\right.} \\
& \left.\left.\left.\left.\left(\left(\left\{\widehat{y_{2}}\right\}, দ_{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right) * \text { Stop }\right]\right) \operatorname{sr}\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right]_{\approx} \text {, } \\
& \tilde{s}_{2}=\left[\left(\left[\left(\left\{x_{1}\right\}, \rho\right) * \overline{\left(\left(\left\{r_{1}\right\}, \rho\right)\right.} ;\left(\left\{d_{1}, y_{1}\right\}, \mathfrak{t}_{l}^{0}\right) ;\left(\left\{m_{1}, z_{1}\right\}, \rho\right)\right) * \text { Stop }\right] \|\right. \\
& {\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\overline{\left(\left\{r_{2}\right\}, \rho\right)} ;\left(\left\{d_{2}, y_{2}\right\}, \mathfrak{q}_{l}^{0}\right) ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) * \text { Stop }\right] \|} \\
& \left.\left.\left.\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) * \overline{(((\{c\}}, \frac{\rho}{10}\right) ;\left(\{e\}, \mathfrak{b}_{l}^{1}\right)\right)[]\left(\left(\left\{\widehat{y_{1}}\right\}, \mathfrak{q}_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)\right]\right] \\
& \left.\left.\left.\left.\left(\left(\left\{\widehat{y_{2}}\right\}, \mathfrak{q}_{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right) * \text { Stop }\right]\right) \operatorname{sr}\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right] \approx \text {, }
\end{aligned}
$$

```
\mp@subsup{\tilde{s}}{3}{}=[([({\mp@subsup{x}{1}{}},\rho)*(\overline{({\mp@subsup{r}{1}{}},\rho);};({\mp@subsup{d}{1}{},\mp@subsup{y}{1}{}},\mp@subsup{t}{l}{0});({\mp@subsup{m}{1}{},\mp@subsup{z}{1}{\prime}},\rho))*Stop]|
```




$\tilde{s}_{4}=\left[\left(\left[\left(\left\{x_{1}\right\}, \rho\right) *\left(\left(\left\{r_{1}\right\}, \rho\right) ; \overline{\left(\left\{d_{1}, y_{1}\right\}, \mathrm{t}_{l}^{0}\right)} ;\left(\left\{m_{1}, z_{1}\right\}, \rho\right)\right) *\right.\right.\right.$ Stop $] \|$
$\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\overline{\left(\left\{r_{2}\right\}, \rho\right)} ;\left(\left\{d_{2}, y_{2}\right\}\right.\right.\right.$, , $\left.\left._{l}^{0}\right) ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) *$ Stop $] \|$
$\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) *\left(\left(\left(\{c\}, \frac{\rho}{10}\right) ;\left(\{e\}, \mathrm{t}_{l}^{1}\right)\right)\right]\left[\left(\left(\left\{\widehat{y_{1}}\right\}, \mathrm{b}_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)\right]\right.$
$\overline{\left.\left(\left(\left\{\widehat{y_{2}}\right\}, \mathrm{z}_{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right)} *$ Stop $\left.\left.]\right) \operatorname{sr}\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right] \approx$,
$\tilde{s}_{5}=\left[\left(\left[\left(\left\{x_{1}\right\}, \rho\right) *\left(\overline{\left(\left\{r_{1}\right\}, \rho\right)} ;\left(\left\{d_{1}, y_{1}\right\}, \mathfrak{t}_{l}^{0}\right) ;\left(\left\{m_{1}, z_{1}\right\}, \rho\right)\right) *\right.\right.\right.$ Stop $] \|$
$\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\left(\left\{r_{2}\right\}, \rho\right) ;\left(\left\{d_{2}, y_{2}\right\}\right.\right.\right.$, Ł $\left.\left._{l}^{0}\right) ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) *$ Stop $] \|$
$\left.\left.\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) * \overline{\left(\left(\left(\{c\}, \frac{\rho}{10}\right) ;\right.\right.} ;\left(\{e\}, \mathrm{q}_{l}^{1}\right)\right)\right]\left[\left(\left(\left\{\widehat{y_{1}}\right\}, \mathrm{q}_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)\right]\right]$
$\overline{\left.\left(\left(\left\{\widehat{y_{2}}\right\}, \mathrm{L}_{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right)}$ *Stop]) sr $\left.\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right] \approx$,
$\tilde{s}_{6}=\left[\left(\left[\left(\left\{x_{1}\right\}, \rho\right) *\left(\left(\left\{r_{1}\right\}, \rho\right) ; \overline{\left(\left\{d_{1}, y_{1}\right\}, \mathfrak{t}_{l}^{0}\right)} ;\left(\left\{m_{1}, z_{1}\right\}, \rho\right)\right) *\right.\right.\right.$ Stop $] \|$
$\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\left(\left\{r_{2}\right\}, \rho\right) ;\left(\left\{d_{2}, y_{2}\right\}\right.\right.\right.$, bll $\left.\left._{l}^{0}\right) ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) *$ Stop] \|
$\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) *\left(\left(\left(\{c\}, \frac{\rho}{10}\right) ; \overline{\left(\{e\}, \mathfrak{q}_{l}^{1}\right)^{1}}\right)\right]\left[\left(\left(\widehat{y_{1}}\right\}, \mathrm{t}_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)\right]$
$\left.\left.\left.\left(\left(\left\{\widehat{y_{2}}\right\}, \mathrm{q}_{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right) * \operatorname{Stop}\right]\right)$ sr $\left.\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right] \approx$,
$\tilde{s}_{7}=\left[\left(\left[\left(\left\{x_{1}\right\}, \rho\right) *\left(\left(\left\{r_{1}\right\}, \rho\right) ; \overline{\left(\left\{d_{1}, y_{1}\right\}, \mathfrak{t}_{l}^{0}\right)} ;\left(\left\{m_{1}, z_{1}\right\}, \rho\right)\right) *\right.\right.\right.$ Stop $] \|$
$\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\overline{\left(\left\{r_{2}\right\}, \rho\right)} ;\left(\left\{d_{2}, y_{2}\right\}\right.\right.\right.$, q. $\left.\left._{l}^{0}\right) ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) *$ Stop] \|
$\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) *\left(\left(\left(\{c\}, \frac{\rho}{10}\right) ; \overline{\left(\{e\}, \mathfrak{q}_{l}^{1}\right)^{1}}\right)\right]\left(\left(\left\{\widehat{y_{1}}\right\}, \mathfrak{t}_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)\right]$
$\left.\left(\left(\left\{\widehat{y_{2}}\right\}, \mathrm{q}_{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right) *$ Stop $\left.]\right)$ sr $\left.\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right] \approx$,
$\tilde{s}_{8}=\left[\left(\left[\left(\left\{x_{1}\right\}, \rho\right) *\left(\overline{\left(\left\{r_{1}\right\}, \rho\right)} ;\left(\left\{d_{1}, y_{1}\right\}, \mathfrak{t}_{l}^{0}\right) ;\left(\left\{m_{1}, z_{1}\right\}, \rho\right)\right) *\right.\right.\right.$ Stop $] \|$
$\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\left(\left\{r_{2}\right\}, \rho\right) ; \overline{\left(\left\{d_{2}, y_{2}\right\}, \mathfrak{t}_{l}^{0}\right)} ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) *\right.$ Stop] $\|$
$\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) *\left(\left(\left(\{c\}, \frac{\rho}{10}\right) ; \overline{\left(\{e\}, \mathfrak{q}_{l}^{1}\right)^{1}}\right)\right]\left(\left(\left\{\widehat{y_{1}}\right\}, \mathfrak{t}_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)\right]$
$\left(\left(\left\{\widehat{y_{2}}\right\}\right.\right.$, qul $\left.\left.\left._{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right) *$ Stop $\left.]\right)$ sr $\left.\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right] \approx$,
$\tilde{s}_{9}=\left[\left(\left[\left(\left\{x_{1}\right\}, \rho\right) *\left(\left(\left\{r_{1}\right\}, \underline{\rho}\right) ; \overline{\left(\left\{d_{1}, y_{1}\right\}, \mathfrak{t}_{l}^{0}\right)} ;\left(\left\{m_{1}, z_{1}\right\}, \rho\right)\right) *\right.\right.\right.$ Stop $] \|$
$\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\left(\left\{r_{2}\right\}, \rho\right) ; \overline{\left.\left(\left\{d_{2}, y_{2}\right\},\right\}_{l}^{0}\right)} ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) *\right.$ Stop $] \|$
$\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) *\left(\left(\left(\{c\}, \frac{\rho}{10}\right) ;\left(\{e\}, 4_{l}^{1}\right)\right)\right]\left[\left(\left(\left\{\widehat{y_{1}}\right\}, \mathrm{q}_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)\right]\right.$
$\overline{\left.\left(\left(\left\{\widehat{y_{2}}\right\}, \mathrm{q}_{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right)} *$ Stop $\left.\left.]\right) \operatorname{sr}\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right] \approx$,
$\tilde{s}_{10}=\left[\left(\left[\left(\left\{x_{1}\right\}, \rho\right) *\left(\left(\left\{r_{1}\right\}, \rho\right) ;\left(\left\{d_{1}, y_{1}\right\}, \mathfrak{h}_{l}^{0}\right) ; \overline{\left(\left\{m_{1}, z_{1}\right\}, \rho\right)}\right) *\right.\right.\right.$ Stop $] \|$
$\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\left(\left\{r_{2}\right\}, \rho\right) ;\left(\left\{d_{2}, y_{2}\right\}\right.\right.\right.$, Łl $\left.\left._{l}^{0}\right) ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) *$ Stop $] \|$
$\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) *\left(\left(\left(\{c\}, \frac{\rho}{10}\right) ;\left(\{e\}, \mathfrak{h}_{l}^{1}\right)\right)\right]\left[\left(\left(\left\{\widehat{y_{1}}\right\}, \mathfrak{b}_{l}^{0}\right) ; \widehat{\left(\left\{\widehat{z_{1}}\right\}, \rho\right)}\right)\right]\right.$
$\left(\left(\left\{\widehat{y_{2}}\right\}\right.\right.$, qul $\left.\left.\left.\left.\left._{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right) * \operatorname{Stop}\right]\right)$ sr $\left.\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right] \approx$,

$$
\begin{aligned}
& \tilde{s}_{11}=\left[\left(\left[\left(\left\{x_{1}\right\}, \rho\right) * \overline{\left(\left(\left\{r_{1}\right\}, \rho\right)\right.} ;\left(\left\{d_{1}, y_{1}\right\}, \text { म }_{l}^{0}\right) ;\left(\left\{m_{1}, z_{1}\right\}, \rho\right)\right) * \text { Stop }\right] \|\right. \\
& {\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\left(\left\{r_{2}\right\}, \rho\right) ;\left(\left\{d_{2}, y_{2}\right\}, \varphi_{l}^{0}\right) ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) * \text { Stop }\right] \|} \\
& {\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) *\left(\left(\left(\{c\}, \frac{\rho}{10}\right) ;\left(\{e\}, \natural_{l}^{1}\right)\right)[]\left(\left(\left\{\widehat{y_{1}}\right\}, \natural_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)\right]\right]} \\
& \left.\left.\left.\left.\left(\left(\left\{\widehat{y_{2}}\right\}, \mathfrak{q}_{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right) * \text { Stop }\right]\right) \operatorname{sr}\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right]_{\approx} \text {, } \\
& \tilde{s}_{12}=\left[\left(\left[\left(\left\{x_{1}\right\}, \rho\right) *\left(\left(\left\{r_{1}\right\}, \rho\right) ;\left(\left\{d_{1}, y_{1}\right\},\left\llcorner_{l}^{0}\right) ; \overline{\left(\left\{m_{1}, z_{1}\right\}, \rho\right)}\right) * \text { Stop }\right] \|\right.\right.\right. \\
& {\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\left(\left\{r_{2}\right\}, \rho\right) ; \overline{\left(\left\{d_{2}, y_{2}\right\}, \natural_{l}^{0}\right)} ;\left(\left\{m_{2}, z_{2}\right\}, \rho\right)\right) * \text { Stop }\right] \|} \\
& {\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) *\left(\left(\left(\{c\}, \frac{\rho}{10}\right) ;\left(\{e\}, \mathfrak{h}_{l}^{1}\right)\right)[]\left(\left(\left\{\widehat{y_{1}}\right\}, \mathfrak{h}_{l}^{0}\right) ; \overline{\left(\left\{\widehat{z_{1}}\right\}, \rho\right)}\right)\right]\right]} \\
& \left.\left.\left.\left.\left(\left(\left\{\widehat{y_{2}}\right\}, \mathfrak{t}_{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right) * \text { Stop }\right]\right) \operatorname{sr}\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right]_{\approx} \text {, } \\
& \tilde{s}_{13}=\left[\left(\left[\left(\left\{x_{1}\right\}, \rho\right) *\left(\left(\left\{r_{1}\right\}, \rho\right) ; \overline{\left(\left\{d_{1}, y_{1}\right\}, দ_{l}^{0}\right)} ;\left(\left\{m_{1}, z_{1}\right\}, \rho\right)\right) * \text { Stop }\right] \|\right.\right. \\
& {\left[\left(\left\{x_{2}\right\}, \rho\right) *\left(\left(\left\{r_{2}\right\}, \rho\right) ;\left(\left\{d_{2}, y_{2}\right\},\left\llcorner_{l}^{0}\right) ; \overline{\left(\left\{m_{2}, z_{2}\right\}, \rho\right)}\right) * \text { Stop }\right] \|\right.} \\
& {\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) *\left(\left(\left(\{c\}, \frac{\rho}{10}\right) ;\left(\{e\}, \mathfrak{q}_{l}^{1}\right)\right)[]\left(\left(\left\{\widehat{y_{1}}\right\}, \mathfrak{q}_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)\right]\right]} \\
& \left.\left.\left.\left(\left(\left\{\widehat{y_{2}}\right\},\left\llcorner_{l}^{0}\right) ; \overline{\left(\left\{\widehat{z_{2}}\right\}, \rho\right)}\right)\right) * \text { Stop }\right]\right) \text { sr }\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)\right]_{\approx} \text {, }
\end{aligned}
$$

We have $D R_{S T}(\bar{K})=\left\{\tilde{s}_{1}, \tilde{s}_{2}, \tilde{s}_{10}, \tilde{s}_{11}, \tilde{s}_{12}, \tilde{s}_{13}\right\}, D R_{W T}(\bar{K})=\left\{\tilde{s}_{3}, \tilde{s}_{6}, \tilde{s}_{7}, \tilde{s}_{8}\right\}$ and $D R_{V}(\bar{K})=\left\{\tilde{s}_{4}, \tilde{s}_{5}, \tilde{s}_{9}\right\}$.

The states are interpreted as follows: $\tilde{s}_{1}$ is the initial state in which the system is not activated; $\tilde{s}_{2}$ : the system is activated and the memory is not requested and its maintenance is not initiated; $\tilde{s}_{3}$ : the memory maintenance is initiated; $\tilde{s}_{4}$ : the memory is requested by the first processor; $\tilde{s}_{5}$ : the memory is requested by the second processor; $\tilde{s}_{6}$ : the memory maintenance is initiated and the memory is requested by two processors; $\tilde{s}_{7}$ : the memory maintenance is initiated and the memory is requested by the first processor; $\tilde{s}_{8}$ : the memory maintenance is initiated and the memory is requested by the second processor; $\tilde{s}_{9}$ : the memory is requested by two processors; $\tilde{s}_{10}$ : the memory is allocated to the first processor; $\tilde{s}_{11}$ : the memory is allocated to the second processor; $\tilde{s}_{12}$ : the memory is allocated to the first processor and requested by the second processor; $\tilde{s}_{13}$ : the memory is allocated to the second processor and requested by the first processor.

In Figure 3, the transition system $T S(\bar{K})$ is presented. In Figure 4, the underlying SMC $S M C(\bar{K})$ is depicted. In step semantics, we can execute the following activities in parallel: $\left(\left\{r_{1}\right\}, \rho\right),\left(\left\{r_{2}\right\}, \rho\right)$, as well as $\left(\left\{r_{1}\right\}, \rho\right),\left(\left\{m_{2}\right\}, \rho^{2}\right)$, and $\left(\left\{r_{2}\right\}, \rho\right),\left(\left\{m_{1}\right\}, \rho^{2}\right)$. We can also execute in parallel $\left(\left\{r_{1}\right\}, \rho\right),\left(\{c\}, \frac{\rho}{10}\right)$, as well as $\left(\left\{r_{2}\right\}, \rho\right),\left(\{c\}, \frac{\rho}{10}\right)$, and even $\left(\left\{r_{1}\right\}, \rho\right),\left(\left\{r_{2}\right\}, \rho\right),\left(\{c\}, \frac{\rho}{10}\right)$. The states $\tilde{s}_{6}, \tilde{s}_{7}, \tilde{s}_{8}, \tilde{s}_{9}$ only exist in step semantics, since they are reachable exclusively by executing all three activities $\left(\left\{r_{1}\right\}, \rho\right),\left(\left\{r_{2}\right\}, \rho\right),\left(\{c\}, \frac{\rho}{10}\right)$ or any pair of them in parallel.

The average sojourn time vector of $\bar{K}$ is

$$
\widetilde{S J}=\left(\frac{1}{\rho^{3}}, \frac{10}{\rho\left(21-12 \rho+\rho^{2}\right)}, 1,0,0,1,1,1,0, \frac{1}{\rho\left(1+\rho-\rho^{2}\right)}, \frac{1}{\rho\left(1+\rho-\rho^{2}\right)}, \frac{1}{\rho^{2}}, \frac{1}{\rho^{2}}\right) .
$$

The sojourn time variance vector of $\bar{K}$ is


Fig. 3. The transition system of the generalized shared memory system with maintenance


Fig. 4. The underlying SMC of the generalized shared memory system with maintenance
$\widetilde{V A R}=\left(\frac{1-\rho^{3}}{\rho^{6}}, \frac{10(10-\rho)(1-\rho)^{2}}{\rho^{2}\left(21-12 \rho+\rho^{2}\right)^{2}}, 0,0,0,0,0,0,0, \frac{\left(1-\rho^{2}\right)(1-\rho)}{\rho^{2}\left(1+\rho-\rho^{2}\right)^{2}}, \frac{\left(1-\rho^{2}\right)(1-\rho)}{\rho^{2}\left(1+\rho-\rho^{2}\right)^{2}}, \frac{1-\rho^{2}}{\rho^{4}}, \frac{1-\rho^{2}}{\rho^{4}}\right)$.
Let us denote $\chi=21-12 \rho+\rho^{2}, \theta=1+\rho-\rho^{2}$ and $\mu=10-\rho$. The TPM for $\operatorname{EDTMC}(\bar{K})$ is

$$
\widetilde{\mathbf{P}}^{*}=\left(\begin{array}{ccccccccccccc}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{(1-\rho)^{2}}{\chi} & \frac{\mu(1-\rho)}{\chi} & \frac{\mu(1-\rho)}{\chi} & \frac{\rho^{2}}{\chi} & \frac{\rho(1-\rho)}{\chi} & \frac{\rho(1-\rho)}{\chi} & \frac{\rho \mu}{\chi} & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & \frac{\rho(1-\rho)}{\theta} & 0 & 0 & \frac{\rho^{2}}{\theta} & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1-\rho^{2}}{\theta} & 0 \\
0 & \frac{\rho(1-\rho)}{\theta} & 0 & \frac{\rho^{2}}{\theta} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1-\rho^{2}}{\theta} \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

The steady-state PMF for $\operatorname{EDTMC}(\bar{K})$ is

$$
\begin{aligned}
& \tilde{\psi}^{*}= \frac{1}{60+32 \rho-94 \rho^{2}+23 \rho^{3}-\rho^{4}}\left(0, \rho(1-\rho)\left(21-12 \rho+\rho^{2}\right), \rho(1-\rho)^{3}, 5(2-\rho)\left(1+\rho-\rho^{2}\right),\right. \\
& 5(2-\rho)\left(1+\rho-\rho^{2}\right), \rho^{3}(1-\rho), \rho^{2}(1-\rho)^{2}, \rho^{2}(1-\rho)^{2}, 10 \rho^{2}(1-\rho), \\
&\left.5(2-\rho)\left(1+\rho-\rho^{2}\right), 5(2-\rho)\left(1+\rho-\rho^{2}\right), 5(1-\rho)(2+\rho), 5(1-\rho)(2+\rho)\right) .
\end{aligned}
$$

The steady-state PMF $\tilde{\psi}^{*}$ weighted by $\widetilde{S J}$ is

$$
\begin{gathered}
\frac{1}{\rho^{2}\left(60+32 \rho-94 \rho^{2}+23 \rho^{3}-\rho^{4}\right)}\left(0,10 \rho^{2}(1-\rho), \rho^{3}(1-\rho)^{3}, 0,0, \rho^{5}(1-\rho), \rho^{4}(1-\rho)^{2},\right. \\
\left.\rho^{4}(1-\rho)^{2}, 0,5 \rho(2-\rho), 5 \rho(2-\rho), 5(1-\rho)(2+\rho), 5(1-\rho)(2+\rho)\right) .
\end{gathered}
$$

It remains to normalize the steady-state weighted PMF by dividing it by the sum of its components

$$
\tilde{\psi}^{*} \widetilde{S J}^{T}=\frac{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}{\rho^{2}\left(60+32 \rho-94 \rho^{2}+23 \rho^{3}-\rho^{4}\right)}
$$

Thus, the steady-state PMF for $S M C(\bar{K})$ is

$$
\begin{aligned}
\tilde{\varphi}= & \frac{1}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(0,10 \rho^{2}(1-\rho), \rho^{3}(1-\rho)^{3}, 0,0, \rho^{5}(1-\rho), \rho^{4}(1-\rho)^{2}\right. \\
& \left.\rho^{4}(1-\rho)^{2}, 0,5 \rho(2-\rho), 5 \rho(2-\rho), 5(1-\rho)(2+\rho), 5(1-\rho)(2+\rho)\right) .
\end{aligned}
$$

Otherwise, from $T S(\bar{K})$, we can construct the DTMC of $\bar{K}, D T M C(\bar{K})$, and then calculate $\tilde{\varphi}$ using it.


Fig. 5. The DTMC of the generalized shared memory system with maintenance

In Figure 5, the DTMC $D T M C(\bar{K})$ is depicted.
Let us denote $\mu=10-\rho$. The TPM for $\operatorname{DTMC}(\bar{K})$ is


The steady-state PMF for $\operatorname{DTMC}(\bar{K})$ is

$$
\begin{gathered}
\tilde{\psi}=\frac{1}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}\left(0,10 \rho^{2}(1-\rho), \rho^{3}(1-\rho)^{3}, 5 \rho^{2}(2-\rho)\left(1+\rho-\rho^{2}\right),\right. \\
5 \rho^{2}(2-\rho)\left(1+\rho-\rho^{2}\right), \rho^{5}(1-\rho), \rho^{4}(1-\rho)^{2}, \rho^{4}(1-\rho)^{2}, 10 \rho^{4}(1-\rho), 5 \rho(2-\rho), \\
5 \rho(2-\rho), 5(1-\rho)(2+\rho), 5(1-\rho)(2+\rho))
\end{gathered}
$$

Remember that $D R_{T}(\bar{K})=D R_{S T}(\bar{K}) \cup D R_{W T}(\bar{K})=\left\{\tilde{s}_{1}, \tilde{s}_{2}, \tilde{s}_{3}, \tilde{s}_{6}, \tilde{s}_{7}, \tilde{s}_{8}\right.$, $\left.\tilde{s}_{10}, \tilde{s}_{11}, \tilde{s}_{12}, \tilde{s}_{13}\right\}$ and $D R_{V}(\bar{K})=\left\{\tilde{s}_{4}, \tilde{s}_{5}, \tilde{s}_{9}\right\}$. Hence,

$$
\begin{gathered}
\sum_{\tilde{s} \in D R_{T}(\bar{K})} \tilde{\psi}(\tilde{s})=\tilde{\psi}\left(\tilde{s}_{1}\right)+\tilde{\psi}\left(\tilde{s}_{2}\right)+\tilde{\psi}\left(\tilde{s}_{3}\right)+\tilde{\psi}\left(\tilde{s}_{6}\right)+\tilde{\psi}\left(\tilde{s}_{7}\right)+\tilde{\psi}\left(\tilde{s}_{8}\right)+\tilde{\psi}\left(\tilde{s}_{10}\right)+ \\
\tilde{\psi}\left(\tilde{s}_{11}\right)+\tilde{\psi}\left(\tilde{s}_{12}\right)+\tilde{\psi}\left(\tilde{s}_{13}\right)=\frac{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} .
\end{gathered}
$$

By Proposition 4 from [41], we have

$$
\begin{aligned}
& \tilde{\varphi}\left(\tilde{s}_{1}\right)=0 \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=0, \\
& \tilde{\varphi}\left(\tilde{s}_{2}\right)=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}\left(\tilde{s}_{3}\right)=\frac{\rho^{3}(1-\rho)^{3}}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{\rho^{3}(1-\rho)^{3}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}\left(\tilde{s}_{4}\right)=0, \\
& \tilde{\varphi}\left(\tilde{s}_{5}\right)=0, \\
& \tilde{\varphi}\left(\tilde{s}_{6}\right)=\frac{\rho^{5}(1-\rho)}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{\rho^{5}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}\left(\tilde{s}_{7}\right)=\frac{\rho^{4}(1-\rho)^{2}}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{\rho^{4}(1-\rho)^{2}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}\left(\tilde{s}_{8}\right)=\frac{\rho^{4}(1-\rho)^{2}}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{\rho^{4}(1-\rho)^{2}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}\left(\tilde{s}_{9}\right)=0, \quad \\
& \tilde{\varphi}\left(\tilde{s}_{10}\right)=\frac{5 \rho(2-\rho)}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{5 \rho(2-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}\left(\tilde{s}_{11}\right)=\frac{5 \rho(2-\rho)}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{5 \rho(2-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}\left(\tilde{s}_{12}\right)=\frac{5(1-\rho)(2+\rho)}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{5(1-\rho)(2+\rho)}{\left.20+10 \rho-10 \rho^{2}-9\right)^{3}-\rho^{4}}, \\
& \tilde{\varphi}\left(\tilde{s}_{13}\right)=\frac{5(1-\rho)(2+\rho)}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{5(1-\rho)(2+\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}} .
\end{aligned}
$$

Thus, the steady-state PMF for $\operatorname{SMC}(\bar{K})$ is

$$
\begin{aligned}
& \tilde{\varphi}= \frac{1}{20+10 \rho \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}} \\
& \rho^{4}(1-\rho)^{2}, 0,10 \rho^{2}(1-\rho), \rho^{3}(1-\rho)^{3}, 0,0, \rho^{5}(1-\rho), \rho^{4}(1-\rho)^{2}, \\
&, ~(2-\rho), 5 \rho(2-\rho), 5(1-\rho)(2+\rho), 5(1-\rho)(2+\rho)) .
\end{aligned}
$$

This coincides with the result obtained with the use of $\tilde{\psi}^{*}$ and $\widetilde{S J}$.
Alternatively, from $T S(\bar{K})$, we can construct the reduced DTMC of $\bar{K}$, $\operatorname{RDTMC}(\bar{K})$, and then calculate $\tilde{\varphi}$ using it.

Remember that $D R_{S T}(\bar{K})=\left\{\tilde{s}_{1}, \tilde{s}_{2}, \tilde{s}_{10}, \tilde{s}_{11}, \tilde{s}_{12}, \tilde{s}_{13}\right\}, D R_{W T}(\bar{K})=$ $\left\{\tilde{s}_{3}, \tilde{s}_{6}, \tilde{s}_{7}, \tilde{s}_{8}\right\}, D R_{V}(\bar{K})=\left\{\tilde{s}_{4}, \tilde{s}_{5}, \tilde{s}_{9}\right\}$. We reorder the elements of $D R(\bar{K})$, by moving vanishing states to the first positions and s-tangible states to the last positions: $\tilde{s}_{4}, \tilde{s}_{5}, \tilde{s}_{9}, \tilde{s}_{3}, \tilde{s}_{6}, \tilde{s}_{7}, \tilde{s}_{8}, \tilde{s}_{1}, \tilde{s}_{2}, \tilde{s}_{10}, \tilde{s}_{11}, \tilde{s}_{12}, \tilde{s}_{13}$.

Let us denote $\mu=10-\rho$. The reordered TPM for $\operatorname{DTMC}(\bar{K})$ is


The result of the decomposing $\widetilde{\mathbf{P}}_{r}$ are the matrices

$$
\begin{aligned}
& \widetilde{\mathbf{C}}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \widetilde{\mathbf{D}}=\left(\begin{array}{llllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} & \frac{1}{2}
\end{array}\right), \widetilde{\mathbf{E}}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
\frac{\rho \mu(1-\rho)}{10} & \frac{\rho \mu(1-\rho)}{10} & \frac{\rho^{2} \mu}{10} \\
0 & \rho^{3} & 0 \\
\rho^{3} & 0 & 0 \\
0 & \rho^{2} & 0 \\
\rho^{2} & 0 & 0
\end{array}\right), \\
& \widetilde{\mathbf{F}}=\left(\begin{array}{cccccccccc}
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1-\rho^{3} & \rho^{3} & 0 & 0 & 0 \\
\frac{\rho(1-\rho)^{2}}{10} & \frac{\rho^{3}}{10} & \rho^{2}(1-\rho) \\
0 & 0 & 0 & \rho^{2}(1-\rho) \\
0 & 0 & 0 & 0 & 0 & \frac{\mu(1-\rho)^{2}}{10} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \rho^{2}(1-\rho)(1-\rho)\left(1-\rho^{2}\right) & 0 & 0\left(1-\rho^{2}\right) & 0 \\
0 & 0 & 0 & 0 & 0 & \rho^{2}(1-\rho) & 0 & (1-\rho)\left(1-\rho^{2}\right) & 0 & \rho\left(1-\rho^{2}\right) \\
0 & 0 & 0 & 0 & 0 & 1-\rho^{2} & 0 \\
0
\end{array}\right) .
\end{aligned}
$$

Since $\widetilde{\mathbf{C}}^{1}=\mathbf{0}$, we have $\forall k>0, \widetilde{\mathbf{C}}^{k}=\mathbf{0}$, hence, $l=0$ and there are no loops among vanishing states. Then

$$
\widetilde{\mathbf{G}}=\sum_{k=0}^{l} \widetilde{\mathbf{C}}^{k}=\widetilde{\mathbf{C}}^{0}=\mathbf{I} .
$$

Further, the TPM for $\operatorname{RDTMC}(\bar{K})$ is


In Figure 6, the reduced DTMC $R D T M C(\bar{K})$ is presented.


Fig. 6. The reduced DTMC of the generalized shared memory system with maintenance

Then the steady-state PMF for $\operatorname{RDTMC}(\bar{K})$ is

$$
\begin{gathered}
\tilde{\psi}^{\diamond}=\frac{1}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(\rho^{3}(1-\rho)^{3}, \rho^{5}(1-\rho), \rho^{4}(1-\rho)^{2}, \rho^{4}(1-\rho)^{2}, 0\right. \\
\left.10 \rho^{2}(1-\rho), 5 \rho(2-\rho), 5 \rho(2-\rho), 5(1-\rho)(2+\rho), 5(1-\rho)(2+\rho)\right)
\end{gathered}
$$

Note that $\tilde{\psi}^{\diamond} \underset{\sim}{=}\left(\tilde{\psi}^{\diamond}\left(\tilde{s}_{3}\right), \tilde{\psi}^{\diamond}\left(\tilde{s}_{6}\right), \tilde{\psi}^{\diamond}\left(\tilde{s}_{7}\right), \tilde{\psi}^{\diamond}\left(\tilde{s}_{8}\right), \tilde{\psi}^{\diamond}\left(\tilde{s}_{1}\right), \tilde{\psi}^{\diamond}\left(\tilde{s}_{2}\right), \tilde{\psi}^{\diamond}\left(\tilde{s}_{10}\right)\right.$, $\left.\tilde{\psi}^{\diamond}\left(\tilde{s}_{11}\right), \tilde{\psi}^{\diamond}\left(\tilde{s}_{12}\right), \tilde{\psi}^{\diamond}\left(\tilde{s}_{13}\right)\right)$. By Proposition 5 from [41], we have

$$
\begin{array}{ll}
\tilde{\varphi}\left(\tilde{s}_{1}\right)=0, & \tilde{\varphi}\left(\tilde{s}_{2}\right)=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
\tilde{\varphi}\left(\tilde{s}_{3}\right)=\frac{\rho^{3}(1-\rho)^{3}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, & \tilde{\varphi}\left(\tilde{s}_{4}\right)=0, \\
\tilde{\varphi}\left(\tilde{s}_{5}\right)=0, & \tilde{\varphi}\left(\tilde{s}_{6}\right)=\frac{\rho^{5}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
\tilde{\varphi}\left(\tilde{s}_{7}\right)=\frac{\rho^{4}(1-\rho)^{2}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, & \tilde{\varphi}\left(\tilde{s}_{8}\right)=\frac{\rho^{1}(1-\rho)^{2}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}} \\
\tilde{\varphi}\left(\tilde{s}_{9}\right)=0, & \tilde{\varphi}\left(\tilde{s}_{10}\right)=\frac{\rho \rho(2-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}} \\
\tilde{\varphi}\left(\tilde{s}_{11}\right)=\frac{5 \rho(2-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
\tilde{\varphi}\left(\tilde{s}_{12}\right)=\frac{1-\rho)(2+\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
\tilde{\varphi}\left(\tilde{s}_{13}\right)=\frac{1-\rho)(2+\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}} . &
\end{array}
$$

Thus, the steady-state PMF for $S M C(\bar{K})$ is

$$
\begin{aligned}
& \tilde{\varphi}= \frac{1}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(0,10 \rho^{2}(1-\rho), \rho^{3}(1-\rho)^{3}, 0,0, \rho^{5}(1-\rho), \rho^{4}(1-\rho)^{2}\right. \\
&\left.\rho^{4}(1-\rho)^{2}, 0,5 \rho(2-\rho), 5 \rho(2-\rho), 5(1-\rho)(2+\rho), 5(1-\rho)(2+\rho)\right) .
\end{aligned}
$$

This coincides with the result obtained with the use of $\tilde{\psi}^{*}$ and $\widetilde{S J}$. We can now calculate the main performance indices.

- The average recurrence time in the state $\tilde{s}_{2}$, where no processor requests the memory and its maintenance is not initiated, called the average system run-through, is $\frac{1}{\tilde{\varphi}_{2}}=\frac{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}{10 \rho^{2}(1-\rho)}$.
- The system is not activated only in the state $\tilde{s}_{1}$. Then the steady-state probability that the system is activated is $1-\tilde{\varphi}_{1}=1-0=1$. The common memory is only available in the states $\tilde{s}_{2}, \tilde{s}_{4}, \tilde{s}_{5}, \tilde{s}_{9}$. Then the steadystate probability that the memory is available is $\tilde{\varphi}_{2}+\tilde{\varphi}_{4}+\tilde{\varphi}_{5}+\tilde{\varphi}_{9}=$ $\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}+0+0+0=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$. The common memory is maintained only in the states $\tilde{s}_{3}, \tilde{s}_{6}, \tilde{s}_{7}, \tilde{s}_{8}$. Then the steady-state probability that the memory is maintained is $\tilde{\varphi}_{3}+\tilde{\varphi}_{6}+\tilde{\varphi}_{7}+\tilde{\varphi}_{8}=\frac{\rho^{3}(1-\rho)^{3}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}+$ $\frac{\rho^{5}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}+\frac{\rho^{4}(1-\rho)^{2}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}+\frac{\rho^{4}(1-\rho)^{2}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=$
$\frac{\rho^{3}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$. Thus, the steady-state probability that the memory is used (i.e. neither available nor maintained), called the shared memory utilization, is $1-\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}-\frac{\rho^{3}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{10\left(2+\rho-2 \rho^{2}\right)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$.
- After activation of the system, we leave the state $\tilde{s}_{1}$ for ever, and the common memory is either requested or allocated or maintained in every remaining state, with exception of $\tilde{s}_{2}$. Thus, the rate with which the necessity (also for maintenance) of shared memory emerges coincides with the rate of leaving $\tilde{s}_{2}$, calculated as $\frac{\tilde{\varphi}_{2}}{S J_{2}}=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}} \cdot \frac{\rho\left(21-12 \rho+\rho^{2}\right)}{10}=\frac{\rho^{3}(1-\rho)\left(21-12 \rho+\rho^{2}\right)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$.
- The parallel common memory request of two processors $\left\{\left(\left\{r_{1}\right\}, \rho\right),\left(\left\{r_{2}\right\}, \rho\right)\right\}$ is only possible from the state $\tilde{s}_{2}$. In this state, the request probability is the sum of the execution probabilities for all multisets of activities containing
both $\left(\left\{r_{1}\right\}, \rho\right)$ and $\left(\left\{r_{2}\right\}, \rho\right)$. The steady-state probability of the shared memory request from two processors is $\tilde{\varphi}_{2} \sum_{\left\{\Upsilon \mid\left(\left\{\left(\left\{r_{1}\right\}, \rho\right),\left(\left\{r_{2}\right\}, \rho\right)\right\} \subseteq \Upsilon\right\}\right.} P T\left(\Upsilon, \tilde{s}_{2}\right)=$ $\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(\frac{\rho^{2}(10-\rho)}{10}+\frac{\rho^{3}}{10}\right)=\frac{10 \rho^{4}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$.
- The common memory request of the first processor $\left(\left\{r_{1}\right\}, \rho\right)$ is possible from the states $\tilde{s}_{2}, \tilde{s}_{11}$. In each of them, the request probability is the sum of the execution probabilities for all sets of activities containing $\left(\left\{r_{1}\right\}, \rho\right)$. The ste-ady-state probability of the shared memory request from the first processor is $\tilde{\varphi}_{2} \sum_{\left\{\Upsilon \mid\left(\left\{r_{1}\right\}, \rho\right) \in \Upsilon\right\}} P T\left(\Upsilon, \tilde{s}_{2}\right)+\tilde{\varphi}_{11} \sum_{\left\{\Upsilon \mid\left(\left\{r_{1}\right\}, \rho\right) \in \Upsilon\right\}} P T\left(\Upsilon, \tilde{s}_{11}\right)=$
$\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(\frac{\rho(10-\rho)(1-\rho)}{10}+\frac{\rho^{2}(1-\rho)}{10}+\frac{\rho^{2}(10-\rho)}{10}+\frac{\rho^{3}}{10}\right)+$ $\frac{5 \rho(2-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(\rho\left(1-\rho^{2}\right)+\rho^{3}\right)=\frac{5 \rho^{2}\left(2+\rho-2 \rho^{2}\right)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$.
In Figure 7, the marked dtsd-boxes corresponding to the dynamic expressions of the generalized two processors, shared memory and shared memory system with maintenance are presented, i.e. $N_{i}=B o x_{d t s d}\left(\overline{K_{i}}\right)(1 \leq i \leq 3)$ and $N=B o x_{d t s d}(\bar{K})$.


Fig. 7. The marked dtsd-boxes of the generalized two processors, shared memory and shared memory system with maintenance

### 7.2 The abstract system and its reduction

Let us consider a modification of the generalized shared memory system with maintenance via abstraction from identifiers of the processors, i.e. such that the
processors are indistinguishable. For example, we can just see that a processor requires memory or the memory is allocated to it but cannot observe which processor is it. We call this system the abstract generalized shared memory system with maintenance. To implement the abstraction, we replace the actions $r_{i}, d_{i}, m_{i}(1 \leq i \leq 2)$ in the system specification by $r, d, m$, respectively.

The static expression of the first processor is

$$
L_{1}=\left[\left(\left\{x_{1}\right\}, \rho\right) *\left((\{r\}, \rho) ;\left(\left\{d, y_{1}\right\}, \natural_{l}^{0}\right) ;\left(\left\{m, z_{1}\right\}, \rho\right)\right) * \text { Stop }\right] .
$$

The static expression of the second processor is

$$
L_{2}=\left[\left(\left\{x_{2}\right\}, \rho\right) *\left((\{r\}, \rho) ;\left(\left\{d, y_{2}\right\}, \natural_{l}^{0}\right) ;\left(\left\{m, z_{2}\right\}, \rho\right)\right) * \text { Stop }\right] .
$$

The static expression of the shared memory is

$$
\begin{gathered}
L_{3}=\left[\left(\left\{a, \widehat{x_{1}}, \widehat{x_{2}}\right\}, \rho\right) *\left(\left(\left(\{c\}, \frac{\rho}{10}\right) ;\left(\{e\}, \mathfrak{q}_{l}^{1}\right)\right)\right]\right]\left(\left(\left\{\widehat{y_{1}}\right\}, \mathfrak{L}_{l}^{0}\right) ;\left(\left\{\widehat{z_{1}}\right\}, \rho\right)\right)[] \\
\left.\left.\left(\left(\left\{\widehat{y_{2}}\right\}, \mathfrak{q}_{l}^{0}\right) ;\left(\left\{\widehat{z_{2}}\right\}, \rho\right)\right)\right) * \text { Stop }\right] .
\end{gathered}
$$

The static expression of the abstract generalized shared memory system with maintenance is

$$
L=\left(L_{1}\left\|L_{2}\right\| L_{3}\right) \operatorname{sr}\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)
$$

$D R(\bar{L})=\left\{\tilde{s}_{1}^{\prime}, \ldots, \tilde{s}_{13}^{\prime}\right\}$ resembles $D R(\bar{K})$, and $T S(\bar{L})$ is similar to $T S(\bar{K})$. Since $S M C(\bar{L}) \simeq S M C(\bar{K})$, the average sojourn time vectors of $\bar{L}$ and $\bar{K}$, the TPMs and the steady-state PMFs for $E D T M C(\bar{L})$ and $E D T M C(\bar{K})$ coincide.

The first, second, third and fourth performance indices are the same for the generalized system and its abstract modification. Let us consider the following performance index which is specific to the abstract system.

- The common memory request of a processor $(\{r\}, \rho)$ is possible from the states $\tilde{s}_{2}^{\prime}, \tilde{s}_{10}^{\prime}, \tilde{s}_{11}^{\prime}$. In each of them, the request probability is the sum of the execution probabilities for all sets of activities containing $(\{r\}, \rho)$. The steady-state probability of the shared memory request from a processor is

$$
\begin{aligned}
& \tilde{\varphi}_{2} \sum_{\{\Upsilon \mid(\{r\}, \rho) \in \Upsilon\}} P T\left(\Upsilon, \tilde{s}_{2}^{\prime}\right)+\tilde{\varphi}_{10} \sum_{\{\Upsilon \mid(\{r\}, \rho) \in \Upsilon\}} P T\left(\Upsilon, \tilde{s}_{10}^{\prime}\right)+ \\
& \tilde{\varphi}_{11} \sum_{\{\Upsilon \mid(\{r\}, \rho) \in \Upsilon\}} P T\left(\Upsilon, \tilde{s}_{11}^{\prime}\right)=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(\frac{\rho(10-\rho)(1-\rho)}{10}+\right. \\
& \left.\frac{\rho(10-\rho)(1-\rho)}{10}+\frac{\rho^{2}(1-\rho)}{10}+\frac{\rho^{2}(1-\rho)}{10}+\frac{\rho^{2}(10-\rho)}{10}+\frac{\rho^{3}}{10}\right)+ \\
& \frac{5 \rho(2-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(\rho\left(1-\rho^{2}\right)+\rho^{3}\right)+\frac{5 \rho(2-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(\rho\left(1-\rho^{2}\right)+\rho^{3}\right)= \\
& \frac{10 \rho^{2}(2-\rho)\left(1+\rho-\rho^{2}\right)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}} .
\end{aligned}
$$

We have $D R(\bar{L}) /_{\mathcal{R}_{s s}(\bar{L})}=\left\{\widetilde{\mathcal{K}}_{1}, \widetilde{\mathcal{K}}_{2}, \widetilde{\mathcal{K}}_{3}, \widetilde{\mathcal{K}}_{4}, \widetilde{\mathcal{K}}_{5}, \widetilde{\mathcal{K}}_{6}, \widetilde{\mathcal{K}}_{7}, \widetilde{\mathcal{K}}_{8}, \widetilde{\mathcal{K}}_{9}\right\}$, where $\widetilde{\mathcal{K}}_{1}=$ $\left\{\tilde{s}_{1}^{\prime}\right\}$ (the initial state in which the system is not activated), $\widetilde{\mathcal{K}}_{2}=\left\{\tilde{s}_{2}^{\prime}\right\}$ (the system is activated and the memory is not requested and its maintenance is not initiated), $\widetilde{\mathcal{K}}_{3}=\left\{\tilde{s}_{3}^{\prime}\right\}$ (the memory maintenance is initiated), $\widetilde{\mathcal{K}}_{4}=\left\{\tilde{s}_{4}^{\prime}, \tilde{s}_{5}^{\prime}\right\}$ (the memory is requested by a processor), $\widetilde{\mathcal{K}}_{5}=\left\{\tilde{s}_{6}^{\prime}\right\}$ (the memory maintenance is
initiated and the memory is requested by two processors), $\widetilde{\mathcal{K}}_{6}=\left\{\tilde{s}_{7}^{\prime}, \tilde{s}_{8}^{\prime}\right\}$ (the memory maintenance is initiated and the memory is requested by a processor), $\widetilde{\mathcal{K}}_{7}=\left\{\tilde{s}_{9}^{\prime}\right\}$ (the memory is requested by two processors), $\widetilde{\mathcal{K}}_{8}=\left\{\tilde{s}_{10}^{\prime}, \tilde{s}_{11}^{\prime}\right\}$ (the memory is allocated to a processor), $\widetilde{\mathcal{K}}_{9}=\left\{\tilde{s}_{12}^{\prime}, \tilde{s}_{13}^{\prime}\right\}$ (the memory is allocated to a processor and requested by another processor).

We have $D R_{S T}(\bar{L}) / \mathcal{R}_{s s}(\bar{L})=\left\{\widetilde{\mathcal{K}}_{1}, \widetilde{\mathcal{K}}_{2}, \widetilde{\mathcal{K}}_{8}, \widetilde{\mathcal{K}}_{9}\right\}, D R_{W T}(\bar{L}) / \mathcal{R}_{s s}(\bar{L})=$ $\left\{\widetilde{\mathcal{K}}_{3}, \widetilde{\mathcal{K}}_{5}, \widetilde{\mathcal{K}}_{6}\right\}, D R_{V}(\bar{L}) /_{\mathcal{R}_{s s}(\bar{L})}=\left\{\widetilde{\mathcal{K}}_{4}, \widetilde{\mathcal{K}}_{7}\right\}$.

In Figure 8, the quotient transition system $T S_{\leftrightarrow_{s s}}(\bar{L})$ is presented. In Figure 9 , the quotient underlying SMC $S M C_{\oiint_{s s}}(\bar{L})$ is depicted. Note that, in step semantics, we may execute the following multiactions in parallel: $\{r\},\{r\}$, as well as $\{r\},\{m\}$. We can also execute in parallel $\{r\},\{c\}$, and even $\{r\},\{r\},\{c\}$. The states $\widetilde{\mathcal{K}}_{5}, \widetilde{\mathcal{K}}_{6}, \widetilde{\mathcal{K}}_{7}$ only exist in step semantics, since they are reachable exclusively by executing all three multiactions $\{r\},\{r\},\{c\}$ or any pair of them in parallel.

The quotient average sojourn time vector of $\bar{F}$ is

$$
\widetilde{S J}^{\prime}=\left(\frac{1}{\rho^{3}}, \frac{10}{\rho\left(21-12 \rho+\rho^{2}\right)}, 1,0,1,1,0, \frac{1}{\rho\left(1+\rho-\rho^{2}\right)}, \frac{1}{\rho^{2}}\right) .
$$

The quotient sojourn time variance vector of $\bar{F}$ is

$$
\widetilde{V A R}^{\prime}=\left(\frac{1-\rho^{3}}{\rho^{6}}, \frac{10(10-\rho)(1-\rho)^{2}}{\rho^{2}\left(21-12 \rho+\rho^{2}\right)^{2}}, 0,0,0,0,0, \frac{\left(1-\rho^{2}\right)(1-\rho)}{\rho^{2}\left(1+\rho-\rho^{2}\right)^{2}}, \frac{1-\rho^{2}}{\rho^{4}}\right)
$$

The TPM for $E D T M C_{\leftrightarrows_{s s}}(\bar{L})$ is

$$
\widetilde{\mathbf{P}}^{\prime *}=\left(\begin{array}{ccccccccc}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{(1-\rho)^{2}}{21-12 \rho+\rho^{2}} & \frac{2(10-\rho)(1-\rho)}{21-12 \rho+\rho^{2}} & \frac{\rho^{2}}{21-12 \rho+\rho^{2}} & \frac{2 \rho(1-\rho)}{21-12 \rho+\rho^{2}} & \frac{\rho(10-\rho)}{21-12 \rho+\rho^{2}} & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 \frac{\rho(1-\rho)}{1+\rho-\rho^{2}} & 0 & \frac{\rho^{2}}{1+\rho-\rho^{2}} & 0 & 0 & 0 & 0 & \frac{1-\rho^{2}}{1+\rho-\rho^{2}} \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

The steady-state PMF for $E D T M C_{\uplus_{s s}}(\bar{L})$ is

$$
\begin{gathered}
\tilde{\psi}^{\prime *}=\frac{1}{60+32 \rho-94 \rho^{2}+23 \rho^{3}-\rho^{4}}\left(0, \rho(1-\rho)\left(21-12 \rho+\rho^{2}\right), \rho(1-\rho)^{3},\right. \\
10(2-\rho)\left(1+\rho-\rho^{2}\right), \rho^{3}(1-\rho), 2 \rho^{2}(1-\rho)^{2}, 10 \rho^{2}(1-\rho), 10(2-\rho)\left(1+\rho-\rho^{2}\right), \\
10(1-\rho)(2+\rho))
\end{gathered}
$$

The steady-state PMF $\tilde{\psi}^{\prime *}$ weighted by $\widetilde{S J}^{\prime}$ is


Fig. 8. The quotient transition system of the abstract generalized shared memory system with maintenance


Fig. 9. The quotient underlying SMC of the abstract generalized shared memory system with maintenance

$$
\begin{aligned}
& \frac{1}{60+32 \rho-94 \rho^{2}+23 \rho^{3}-\rho^{4}}\left(0,10(1-\rho), \rho(1-\rho)^{3}, 0, \rho^{3}(1-\rho), 2 \rho^{2}(1-\rho)^{2}, 0\right. \\
&10(2-\rho), 10(1-\rho)(2+\rho))
\end{aligned}
$$

It remains to normalize the steady-state weighted PMF by dividing it by the sum of its components

$$
\tilde{\psi}^{\prime *} \widetilde{S J}^{\prime T}=\frac{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}{\rho^{2}\left(60+32 \rho-94 \rho^{2}+23 \rho^{3}-\rho^{4}\right)}
$$

Thus, the steady-state PMF for $S M C_{\uplus_{s s}}(\bar{L})$ is

$$
\begin{gathered}
\tilde{\varphi}^{\prime}=\frac{1}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(0,10 \rho^{2}(1-\rho), \rho^{3}(1-\rho)^{3}, 0, \rho^{5}(1-\rho), 2 \rho^{4}(1-\rho)^{2}, 0\right. \\
10 \rho(2-\rho), 10(1-\rho)(2+\rho))
\end{gathered}
$$

Otherwise, from $T S_{\leftrightarrow_{s s}}(\bar{L})$, we can construct the quotient DTMC of $\bar{L}$,
$D T M C_{\oiint_{s s}}(\bar{L})$, and then calculate $\tilde{\varphi}^{\prime}$ using it.
In Figure 10, the quotient DTMC $D T M C_{\uplus_{s s}}(\bar{L})$ is depicted.
The TPM for $D T M C_{\uplus_{s s}}(\bar{L})$ is

$$
\widetilde{\mathbf{P}}^{\prime}=\left(\begin{array}{ccccccccc}
1-\rho^{3} & \rho^{3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{(10-\rho)(1-\rho)^{2}}{10} & \frac{\rho(1-\rho)^{2}}{10} & \frac{\rho(10-\rho)(1-\rho)}{5} & \frac{\rho^{3}}{10} & \frac{\rho^{2}(1-\rho)}{5} & \frac{\rho^{2}(10-\rho)}{10} & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & \rho^{2}(1-\rho) & 0 & \rho^{3} & 0 & 0 & 0 & (1-\rho)\left(1-\rho^{2}\right) \rho\left(1-\rho^{2}\right) \\
0 & 0 & 0 & \rho^{2} & 0 & 0 & 0 & 0 & 1-\rho^{2}
\end{array}\right) .
$$

The steady-state PMF for $D T M C_{\uplus_{s s}}(\bar{L})$ is

$$
\begin{gathered}
\tilde{\psi}^{\prime}=\frac{1}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}\left(0,10 \rho^{2}(1-\rho), \rho^{3}(1-\rho)^{3}, 10 \rho^{2}(2-\rho)\left(1+\rho-\rho^{2}\right),\right. \\
\left.\rho^{5}(1-\rho), 2 \rho^{4}(1-\rho)^{2}, 10 \rho^{4}(1-\rho), 10 \rho(2-\rho), 10(1-\rho)(2+\rho)\right) .
\end{gathered}
$$

Remember that $D R_{T}(\bar{L}) / \mathcal{R}_{s s}(\bar{L})=D R_{S T}(\bar{L}) /_{\mathcal{R}_{s s}(\bar{L})} \cup D R_{W T}(\bar{L}) / \mathcal{R}_{s s}(\bar{L})=$ $\left\{\widetilde{\mathcal{K}}_{1}, \widetilde{\mathcal{K}}_{2}, \widetilde{\mathcal{K}}_{3}, \widetilde{\mathcal{K}}_{5}, \widetilde{\mathcal{K}}_{6}, \widetilde{\mathcal{K}}_{8}, \widetilde{\mathcal{K}}_{9}\right\}$ and $D R_{V}(\bar{L}) /_{\mathcal{R}_{s s}(\bar{L})}=\left\{\widetilde{\mathcal{K}}_{4}, \widetilde{\mathcal{K}}_{7}\right\}$. Hence,

$$
\begin{gathered}
\sum_{\tilde{\mathcal{K}} \in D R_{T}(\bar{L}) /_{\mathcal{R}_{s s}(\bar{L})} \tilde{\psi}^{\prime}(\widetilde{\mathcal{K}})=\tilde{\psi}^{\prime}\left(\widetilde{\mathcal{K}}_{1}\right)+\tilde{\psi}^{\prime}\left(\widetilde{\mathcal{K}}_{2}\right)+\tilde{\psi}^{\prime}\left(\widetilde{\mathcal{K}}_{3}\right)+\tilde{\psi}^{\prime}\left(\widetilde{\mathcal{K}}_{5}\right)+\tilde{\psi}^{\prime}\left(\widetilde{\mathcal{K}}_{6}\right)+}^{\left.\psi_{8}\right)+\tilde{\psi}^{\prime}\left(\widetilde{\mathcal{K}}_{9}\right)=\frac{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}} .
\end{gathered}
$$

By the "quotient" analogue of Proposition 4 from [41], we have


Fig. 10. The quotient DTMC of the abstract generalized shared memory system with maintenance

$$
\begin{aligned}
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{1}\right)=0 \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=0, \\
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{2}\right)=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{3}\right)=\frac{\rho^{3}(1-\rho)^{3}}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{\rho^{3}(1-\rho)^{3}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{4}\right)=0, \\
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{5}\right)=\frac{\rho^{5}(1-\rho)}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{\rho^{5}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{6}\right)=\frac{2 \rho^{4}(1-\rho)^{2}}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{2 \rho^{4}(1-\rho)^{2}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{7}\right)=0, \\
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{8}\right)=\frac{10 \rho(2-\rho)}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{10 \rho(2-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{9}\right)=\frac{10(1-\rho)(2+\rho)}{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}} \cdot \frac{20+10 \rho+10 \rho^{2}+\rho^{3}-21 \rho^{4}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{10(1-\rho)(2+\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}} .
\end{aligned}
$$

Thus, the steady-state PMF for $S M C_{\uplus_{s s}}(\bar{L})$ is

$$
\begin{gathered}
\tilde{\varphi}^{\prime}=\frac{1}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(0,10 \rho^{2}(1-\rho), \rho^{3}(1-\rho)^{3}, 0, \rho^{5}(1-\rho), 2 \rho^{4}(1-\rho)^{2}, 0,\right. \\
10 \rho(2-\rho), 10(1-\rho)(2+\rho)) .
\end{gathered}
$$

This coincides with the result obtained with the use of $\tilde{\psi}^{\prime *}$ and $\widetilde{S J}{ }^{\prime}$.
Alternatively, from $T S_{\oiint_{s s}}(\bar{L})$, we can construct the reduced quotient DTMC of $\bar{L}, R D T M C_{\oiint_{s s}}(\bar{L})$, and then calculate $\tilde{\varphi}^{\prime}$ using it. By Proposition 9 from [42], it coincides with the quotient reduced DTMC of $\bar{L}$, the quotient of $R D T M C(\bar{L})$.

Remember that $D R_{S T}(\bar{L}) /_{\mathcal{R}_{s s}(\bar{L})}=\left\{\widetilde{\mathcal{K}}_{1}, \widetilde{\mathcal{K}}_{2}, \widetilde{\mathcal{K}}_{8}, \widetilde{\mathcal{K}}_{9}\right\}, D R_{W T}(\bar{L}) /_{\mathcal{R}_{s s}(\bar{L})}=$ $\left\{\widetilde{\mathcal{K}}_{3}, \widetilde{\mathcal{K}}_{5}, \widetilde{\mathcal{K}}_{6}\right\}, D R_{V}(\bar{L}) /_{\mathcal{R}_{s s}(\bar{L})}=\left\{\widetilde{\mathcal{K}}_{4}, \widetilde{\mathcal{K}}_{7}\right\}$. We reorder the elements of $D R(\bar{L}) /_{\mathcal{R}_{s s}(\bar{L})}$, by moving the equivalence classes of vanishing states to the first positions and those of s-tangible states to the last positions: $\widetilde{\mathcal{K}}_{4}, \widetilde{\mathcal{K}}_{7}, \widetilde{\mathcal{K}}_{3}, \widetilde{\mathcal{K}}_{5}, \widetilde{\mathcal{K}}_{6}$, $\widetilde{\mathcal{K}}_{1}, \widetilde{\mathcal{K}}_{2}, \widetilde{\mathcal{K}}_{8}, \widetilde{\mathcal{K}}_{9}$.

The reordered TPM for $D T M C_{\underline{\underline{~}}_{s}}(\bar{L})$ is

$$
\widetilde{\mathbf{P}}_{r}^{\prime}=\left(\begin{array}{ccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1-\rho^{3} & \rho^{3} & 0 & 0 \\
\frac{\rho(10-\rho)(1-\rho)}{5} & \frac{\rho^{2}(10-\rho)}{10} & \frac{\rho(1-\rho)^{2}}{10} & \frac{\rho^{3}}{10} \frac{\rho^{2}(1-\rho)}{5} & 0 & \frac{(10-\rho)(1-\rho)^{2}}{5} & 0 & 0 \\
\rho^{3} & 0 & 0 & 0 & 0 & 0 & \rho^{2}(1-\rho) & (1-\rho)\left(1-\rho^{2}\right) & \rho\left(1-\rho^{2}\right) \\
\rho^{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1-\rho^{2}
\end{array}\right) .
$$

The result of the decomposing $\widetilde{\mathbf{P}}_{r}^{\prime}$ are the matrices

$$
\begin{gathered}
\widetilde{\mathbf{C}}^{\prime}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right), \widetilde{\mathbf{D}}^{\prime}=\left(\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 1 \\
0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \widetilde{\mathbf{E}}^{\prime}=\left(\begin{array}{ccc}
0 & 0 \\
0 & 1 \\
1 & 0 \\
0 & 0 \\
\frac{\rho(10-\rho)(1-\rho)}{5} & \frac{\rho^{2}(10-\rho)}{10} \\
\rho^{3} & 0 \\
\rho^{2} & 0
\end{array}\right), \\
\widetilde{\mathbf{F}}^{\prime}=\left(\begin{array}{ccccccc}
0 & =\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1-\rho^{3} & \rho^{3} & 0 \\
\frac{\rho(1-\rho)^{2}}{10} & \frac{\rho^{3}}{10} & \frac{\rho^{2}(1-\rho)}{5} & 0 & \frac{(10-\rho)(1-\rho)^{2}}{10} & 0 \\
0 & 0 & 0 & 0 & \rho^{2}(1-\rho) \\
0 & 0 & 0 & 0 & 0 & (1-\rho)\left(1-\rho^{2}\right)
\end{array}\right) \rho\left(1-\rho^{2}\right) \\
0 & 0 & 1-\rho^{2}
\end{array}\right) .
\end{gathered}
$$

Since $\widetilde{\mathbf{C}}^{\prime 1}=\mathbf{0}$, we have $\forall k>0, \widetilde{\mathbf{C}}^{\prime k}=\mathbf{0}$, hence, $l=0$ and there are no loops among vanishing states. Then

$$
\widetilde{\mathbf{G}}^{\prime}=\sum_{k=0}^{l} \widetilde{\mathbf{C}}^{\prime l}=\widetilde{\mathbf{C}}^{\prime 0}=\mathbf{I}
$$

Further, the TPM for $R D T M C_{\uplus_{s s}}(\bar{L})$ is

$$
\begin{aligned}
& \widetilde{\mathbf{P}}^{\prime \diamond}=\widetilde{\mathbf{F}}^{\prime}+\widetilde{\mathbf{E}}^{\prime} \widetilde{\mathbf{G}}^{\prime} \widetilde{\mathbf{D}}^{\prime}=\widetilde{\mathbf{F}}^{\prime}+\widetilde{\mathbf{E}}^{\prime} \mathbf{I} \widetilde{\mathbf{D}}^{\prime}=\widetilde{\mathbf{F}}^{\prime}+\widetilde{\mathbf{E}}^{\prime} \widetilde{\mathbf{D}}^{\prime}= \\
& \left(\begin{array}{ccccccc}
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1-\rho^{3} & \rho^{3} & 0 & 0 \\
\frac{\rho(1-\rho)^{2}}{10} & \frac{\rho^{3}}{10} \frac{\rho^{2}(1-\rho)}{5} & 0 & \frac{(10-\rho)(1-\rho)^{2}}{10} & \frac{\rho(10-\rho)(1-\rho)}{5} & \frac{\rho^{2}(10-\rho)}{10} \\
0 & 0 & 0 & 0 & \rho^{2}(1-\rho) & 1-\rho-\rho^{2}+2 \rho^{3} & \rho\left(1-\rho^{2}\right) \\
0 & 0 & 0 & 0 & 0 & \rho^{2} & 1-\rho^{2}
\end{array}\right) .
\end{aligned}
$$

In Figure 11, the reduced quotient DTMC $R D T M C_{\oiint_{s s}}(\bar{L})$ is presented.
Then the steady-state PMF for $R D T M C_{\leftrightarrows_{s}}(\bar{L})$ is

$$
\begin{gathered}
\tilde{\psi}^{\prime \diamond}=\frac{1}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(\rho^{3}(1-\rho)^{3}, \rho^{5}(1-\rho), 2 \rho^{4}(1-\rho)^{2}, 0,10 \rho^{2}(1-\rho),\right. \\
10 \rho(2-\rho), 10(1-\rho)(2+\rho)) .
\end{gathered}
$$

Note that $\tilde{\psi}^{\prime \diamond}=\left(\tilde{\psi}^{\prime \diamond}\left(\widetilde{\mathcal{K}}_{3}\right), \tilde{\psi}^{\prime \diamond}\left(\widetilde{\mathcal{K}}_{5}\right), \tilde{\psi}^{\prime \diamond}\left(\widetilde{\mathcal{K}}_{6}\right), \tilde{\psi}^{\prime \diamond}\left(\widetilde{\mathcal{K}}_{1}\right), \tilde{\psi}^{\prime \diamond}\left(\widetilde{\mathcal{K}}_{2}\right), \tilde{\psi}^{\prime \diamond}\left(\widetilde{\mathcal{K}}_{8}\right), \tilde{\psi}^{\prime \diamond}\left(\widetilde{\mathcal{K}}_{9}\right)\right)$. By the "quotient" analogue of Proposition 5 from [41], we have


Fig. 11. The reduced quotient DTMC of the abstract generalized shared memory system with maintenance

$$
\begin{aligned}
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{1}\right)=0, \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{2}\right)=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{3}\right)=\frac{\rho^{3}(1-\rho)^{3}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{4}\right)=0, \widetilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{5}\right)=\frac{\rho^{5}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{6}\right)=\frac{2 \rho^{4}(1-\rho)^{2}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \\
& \tilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{7}\right)=0, \widetilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{8}\right)=\frac{10 \rho(2-\rho}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \widetilde{\varphi}^{\prime}\left(\widetilde{\mathcal{K}}_{9}\right)=\frac{10(1-\rho)(2+\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}} .
\end{aligned}
$$

Thus, the steady-state PMF for $S M C_{\uplus_{s s}}(\bar{L})$ is

$$
\begin{gathered}
\tilde{\varphi}^{\prime}=\frac{1}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(0,10 \rho^{2}(1-\rho), \rho^{3}(1-\rho)^{3}, 0, \rho^{5}(1-\rho), 2 \rho^{4}(1-\rho)^{2}, 0\right. \\
10 \rho(2-\rho), 10(1-\rho)(2+\rho))
\end{gathered}
$$

This coincides with the result obtained with the use of $\tilde{\psi}^{\prime *}$ and $\widetilde{S J}^{\prime}$. We can now calculate the main performance indices.

- The average recurrence time in the state $\widetilde{\mathcal{K}}_{2}$, where no processor requests the memory and its maintenance is not initiated, called the average system run-through, is $\frac{1}{\tilde{\varphi}_{2}^{\prime}}=\frac{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}{10 \rho^{2}(1-\rho)}$.
- The system is not activated only in the state $\widetilde{\mathcal{K}}_{1}$. Then the steady-state probability that the system is activated is $1-\tilde{\varphi}_{1}^{\prime}=1-0=1$. The common memory is available in the states $\widetilde{\mathcal{K}}_{2}, \widetilde{\mathcal{K}}_{4}, \widetilde{\mathcal{K}}_{7}$. Then the steady-state probability that the memory is available is $\tilde{\varphi}_{2}^{\prime}+\tilde{\varphi}_{4}^{\prime}+\tilde{\varphi}_{7}^{\prime}=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}+$ $0+0=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$. The common memory is maintained only in the states $\widetilde{\mathcal{K}}_{3}, \widetilde{\mathcal{K}}_{5}, \widetilde{\mathcal{K}}_{6}$. Then the steady-state probability that the memory is maintained is $\tilde{\varphi}_{3}^{\prime}+\tilde{\varphi}_{5}^{\prime}+\tilde{\varphi}_{6}^{\prime}=\frac{\rho^{3}(1-\rho)^{3}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}+\frac{\rho^{5}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}+$ $\frac{2 \rho^{4}(1-\rho)^{2}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=\frac{\rho^{3}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$. Thus, the steady-state probability that the memory is used (i.e. neither available nor maintained), the shared memory utilization, is $1-\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}-\frac{\rho^{3}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}=$ $\frac{10\left(2+\rho-2 \rho^{2}\right)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$.
- After activation of the system, we leave the state $\widetilde{\mathcal{K}}_{1}$ for ever, and the common memory is either requested or allocated or maintained in every remaining state, with exception of $\widetilde{\mathcal{K}}_{2}$. Thus, the rate with which the necessity (also for maintenance) of shared memory emerges coincides with the rate of leaving $\widetilde{\mathcal{K}}_{2}$, calculated as $\frac{\tilde{\varphi}_{2}^{\prime}}{\widetilde{S J}_{2}^{\prime}}=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}} \cdot \frac{\rho\left(21-12 \rho+\rho^{2}\right)}{10}=$ $\frac{\rho^{3}(1-\rho)\left(21-12 \rho+\rho^{2}\right)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$.
- The parallel common memory request of two processors $\{\{r\},\{r\}\}$ is possible from the state $\widetilde{\mathcal{K}}_{2}$. In this state, the request probability is the sum of the execution probabilities for all multisets of multiactions containing $\{r\}$ twice. The steady-state probability of the shared memory request from two processors is $\tilde{\varphi}_{2}^{\prime} \sum_{\left\{A, \tilde{\mathcal{K}} \mid\{\{r\},\{r\}\} \subseteq A, \widetilde{\mathcal{K}}_{2} \stackrel{A}{\rightarrow} \tilde{\mathcal{K}}\right\}} P M_{A}\left(\widetilde{\mathcal{K}}_{2}, \widetilde{\mathcal{K}}\right)=$
$\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(\frac{\rho^{2}(10-\rho)}{10}+\frac{\rho^{3}}{10}\right)=\frac{10 \rho^{4}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$.
- The common memory request of a processor $\{r\}$ is possible from the states $\widetilde{\mathcal{K}}_{2}, \widetilde{\mathcal{K}}_{8}$. In each of them, the request probability is the sum of the execution probabilities for all multisets of multiactions containing $\{r\}$. The steady-state probability of the shared memory request from a processor is
$\tilde{\varphi}_{2}^{\prime} \sum_{\left\{A, \widetilde{\mathcal{K}} \mid\{r\} \in A, \widetilde{\mathcal{K}}_{2} \xrightarrow{A} \widetilde{\mathcal{K}}\right\}} P M_{A}\left(\widetilde{\mathcal{K}}_{2}, \widetilde{\mathcal{K}}\right)+$
$\tilde{\varphi}_{8}^{\prime} \sum_{\left\{A, \widetilde{\mathcal{K}} \mid\{r\} \in A, \widetilde{\mathcal{K}}_{8} \xrightarrow{A} \widetilde{\mathcal{K}}\right\}} P M_{A}\left(\widetilde{\mathcal{K}}_{8}, \widetilde{\mathcal{K}}\right)=$
$\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}} \cdot\left(\frac{\rho(10-\rho)(1-\rho)}{5}+\frac{\rho^{2}(1-\rho)}{5}+\frac{\rho^{2}(10-\rho)}{10}+\frac{\rho^{3}}{10}\right)+$
$\frac{10 \rho(2-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}\left(\rho\left(1-\rho^{2}\right)+\rho^{3}\right)=\frac{10 \rho^{2}(2-\rho)\left(1+\rho-\rho^{2}\right)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$.
The performance indices are the same for the "complete" and the "quotient" abstract generalized shared memory systems with maintenance. The coincidence of the first, second and third performance indices obviously illustrates the results of Proposition 7 and Proposition 8 (both modified for $\mathcal{R}_{\mathcal{L} s s}(\bar{L})$ ). The coincidence of the fourth performance index is due to Theorem 3 (modified for $\mathcal{R}_{\mathcal{L} s s}(\bar{L})$ ): one should just apply its result to the derived step traces $\{\{r\},\{r\}\}$ and $\{\{r\},\{r\},\{c\}\}$ of the expression $\bar{L}$ and itself, and then sum the left and right parts of the two resulting equalities. The coincidence of the fifth performance index is due to Theorem 3 (modified for $\mathcal{R}_{\mathcal{L} s s}(\bar{L})$ ): one should just apply its result to the derived step traces $\{\{r\}\},\{\{r\},\{c\}\},\{\{r\},\{r\}\},\{\{r\},\{r\},\{c\}\}$, $\{\{r\},\{m\}\}$ of the expression $\bar{L}$ and itself, and then sum the left and right parts of the five resulting equalities.

Let us consider what is the effect of quantitative changes of the parameter $\rho$ upon performance of the "quotient" abstract generalized shared memory system with maintenance in its steady state. Remember that $\rho \in(0 ; 1)$ is the probability of every stochastic multiaction in the specification of the system. The closer is $\rho$ to 0 , the less is the probability to execute some activities at every discrete time tick, hence, the system will most probably stand idle. The closer is $\rho$ to 1 , the greater is the probability to execute some activities at every discrete time tick, hence, the system will most probably operate.

Since $\tilde{\varphi}_{1}^{\prime}=\tilde{\varphi}_{4}^{\prime}=\tilde{\varphi}_{7}^{\prime}=0$, only $\tilde{\varphi}_{2}^{\prime}=\frac{10 \rho^{2}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$,
$\tilde{\varphi}_{3}^{\prime}=\frac{\rho^{3}(1-\rho)^{3}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \quad \tilde{\varphi}_{5}^{\prime}=\frac{\rho^{5}(1-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \quad \tilde{\varphi}_{6}^{\prime}=\frac{2 \rho^{4}(1-\rho)^{2}}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$,
$\tilde{\varphi}_{8}^{\prime}=\frac{10 \rho(2-\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}, \quad \tilde{\varphi}_{9}^{\prime}=\frac{10(1-\rho)(2+\rho)}{20+10 \rho-10 \rho^{2}-9 \rho^{3}-\rho^{4}}$ depend on $\rho$. In Figure 12, the plots of $\tilde{\varphi}_{2}^{\prime}, \tilde{\varphi}_{8}^{\prime}, \tilde{\varphi}_{9}^{\prime}$ (large probability masses) as functions of $\rho$ are depicted. In Figure 13, the plots of $\tilde{\varphi}_{3}^{\prime}, \tilde{\varphi}_{5}^{\prime}, \tilde{\varphi}_{6}^{\prime}$ (small probability masses) as functions of $\rho$ are drawn. Notice that, however, we do not allow $\rho=0$ or $\rho=1$.

One can see that $\tilde{\varphi}_{2}^{\prime}, \tilde{\varphi}_{3}^{\prime}, \tilde{\varphi}_{5}^{\prime}, \tilde{\varphi}_{6}^{\prime}, \tilde{\varphi}_{8}^{\prime}$ tend to 0 and $\tilde{\varphi}_{9}^{\prime}$ tends to 1 when $\rho$ approaches 0 . Thus, when $\rho$ is closer to 0 , the probability that the memory is allocated to a processor and requested by another processor increases, hence, we have more unsatisfied memory requests.

Further, $\tilde{\varphi}_{2}^{\prime}, \tilde{\varphi}_{3}^{\prime}, \tilde{\varphi}_{5}^{\prime}, \tilde{\varphi}_{6}^{\prime}, \tilde{\varphi}_{9}^{\prime}$ tend to 0 and $\tilde{\varphi}_{8}^{\prime}$ tends to 1 when $\rho$ approaches 1. Thus, when $\rho$ is closer to 1 , the probability that the memory is allocated to a processor (and not requested by another processor) increases, hence, we have less unsatisfied memory requests.

The maximal value 0.0792 of $\tilde{\varphi}_{2}^{\prime}$ is reached when $\rho \approx 0.7427$. Then the probability that the system is activated and the memory is not requested and its maintenance is not initiated is maximal, i.e. the maximal shared memory availability is about $8 \%$.

The maximal value 0.0007 of $\tilde{\varphi}_{3}^{\prime}$ is reached when $\rho \approx 0.5158$. Then the probability that the memory maintenance is initiated is maximal, i.e. the maximal shared memory maintenance necessity is about $0.1 \%$.

The maximal value 0.0044 of $\tilde{\varphi}_{5}^{\prime}$ is reached when $\rho \approx 0.8724$. then the probability that the memory maintenance is initiated and the memory is requested by two processors is maximal, i.e. the maximal double (parallel) demand of shared memory during its maintenance is about $0.4 \%$.

The maximal value 0.0023 of $\tilde{\varphi}_{6}^{\prime}$ is reached when $\rho \approx 0.7015$. Then the probability that the memory maintenance is initiated and the memory is requested by a (single) processor is maximal, i.e. the maximal single demand of shared memory during its maintenance is about $0.2 \%$.


Fig. 12. Steady-state probabilities $\tilde{\varphi}_{2}^{\prime}, \tilde{\varphi}_{8}^{\prime}, \tilde{\varphi}_{9}^{\prime}$ (large probability masses) as functions of the parameter $\rho$

In Figure 14, the plot of the average system run-through, calculated as $\frac{1}{\bar{\varphi}_{2}^{\prime}}$, as a function of $\rho$ is depicted. The run-through tends to $\infty$ when $\rho$ approaches 0 or 1. Its minimal value 12.6259 is reached when $\rho \approx 0.7427$. To speed up operation of the system, one should take the parameter $\rho$ closer to 0.7427 .

The first curve in Figure 15 represents the shared memory utilization, calculated as $1-\tilde{\varphi}_{2-7}^{\prime}$, where $\tilde{\varphi}_{2-7}^{\prime}=\tilde{\varphi}_{2}^{\prime}+\tilde{\varphi}_{3}^{\prime}+\tilde{\varphi}_{4}^{\prime}+\tilde{\varphi}_{5}^{\prime}+\tilde{\varphi}_{6}^{\prime}+\tilde{\varphi}_{7}^{\prime}$, as a function of $\rho$. The utilization tends to 1 both when $\rho$ approaches 0 and when $\rho$ approaches 1 . The minimal value 0.9149 of the utilization is reached when $\rho \approx 0.7494$. Thus, the minimal shared memory utilization is about $91 \%$. To increase the utilization, one should take the parameter $\rho$ closer to 0 or 1 .


Fig. 13. Steady-state probabilities $\tilde{\varphi}_{3}^{\prime}, \tilde{\varphi}_{5}^{\prime}, \tilde{\varphi}_{6}^{\prime}$ (small probability masses) as functions of the parameter $\rho$


Fig. 14. Average system run-through $\frac{1}{\bar{\varphi}_{2}^{\prime}}$ as a function of the parameter $\rho$

The second curve in Figure 15 represents the rate with which the necessity
 to 0 both when $\rho$ approaches 0 and when $\rho$ approaches 1 . The maximal value 0.0749 of the rate is reached when $\rho \approx 0.7723$. Thus, the maximal rate with which the necessity of shared memory emerges is about $\frac{1}{13}$. To decrease the mentioned rate, one should take the parameter $\rho$ closer to 0 or 1 .

The third curve in Figure 15 represents the steady-state probability of the shared memory request from two processors, calculated as $\tilde{\varphi}_{2}^{\prime} \mathcal{S}_{2}^{\prime}$, where $\widetilde{\mathcal{S}}_{2}^{\prime}=\sum_{\left\{A, \widetilde{\mathcal{K}} \mid\{\{r\},\{r\}\} \subseteq A, \widetilde{\mathcal{K}}_{2} \xrightarrow[\rightarrow]{A} \widetilde{\mathcal{K}}\right\}} P M_{A}\left(\widetilde{\mathcal{K}}_{2}, \widetilde{\mathcal{K}}\right)$, as function of $\rho$. The probability tends to 0 both when $\rho$ approaches 0 and when $\rho$ approaches 1 . The maximal value 0.0514 of the probability is reached when $\rho \approx 0.8486$. To decrease the mentioned probability, one should take the parameter $\rho$ closer to 0 or 1 .

The fourth curve in Figure 15 represents the steady-state probability of the shared memory request from a processor, calculated as $\tilde{\varphi}_{2}^{\prime} \widetilde{\Sigma}_{2}^{\prime}+\widetilde{\varphi}_{8}^{\prime} \widetilde{\Sigma}_{8}^{\prime}$, where $\widetilde{\Sigma}_{i}^{\prime}=$ $\sum_{\left\{A, \widetilde{\mathcal{K}} \mid\{r\} \in A, \widetilde{\mathcal{K}}_{i} \xrightarrow{A} \widetilde{\mathcal{K}}\right\}} P M_{A}\left(\widetilde{\mathcal{K}}_{i}, \widetilde{\mathcal{K}}\right), i \in\{2,8\}$, as a function of $\rho$. The probability tends to 0 when $\rho$ approaches 0 and it tends to 1 when $\rho$ approaches 1 . To increase the probability, one should take the parameter $\rho$ closer to 1 .


Fig. 15. Some performance indices as functions of the parameter $\rho$

## 8 Conclusion

In this paper, we have considered dtsdPBC, an extension with discrete stochastic and deterministic time of Petri box calculus (PBC) [8, 10, 9]. Stochastic process algebra dtsdPBC has a parallel step operational semantics, based on labeled probabilistic transition systems, and a Petri net denotational semantics in terms of dtsd-boxes, a special subclass of LDTSDPNs [40]. Step stochastic bisimulation
equivalence of the process expressions is used to reduce their transition systems and Markov chains (SMCs, DTMCs and RDTMCs) with the quotienting. That equivalence guarantees identity of the steady-state probabilities, sojourn time averages and variances in the equivalence classes. Hence, the equivalence preserves the stationary performance measures and can be used for minimization of the state space.

The properties of the mentioned equivalence permit to provide dtsdPBC with a method of modeling, quotient reduction and simplified performance evaluation of concurrent stochastic systems that maintains the semantic parallelism, which stems from simultaneous executions. We have presented a case study of a generalization of the shared memory system with maintenance, by allowing for variable probabilities and weights in its specification. The generalized probability has been interpreted as a parameter of the performance index functions. The influence of the parameter value to the system's performance has been analyzed with the goal of optimization.

Future work consists in constructing a congruence relation for dtsdPBC, i.e. the equivalence that withstands application of all operations of the algebra. A possible candidate is a stronger version of the equivalence with respect to transition systems, with two extra transitions skip and redo, like in sPBC [21]. Moreover, recursion operation could be added to dtsdPBC to increase specification power of the algebra.
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