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Abstract

In the framework of a discrete time stochastic extension dtsPBC of finite Petri box calculus (PBC)
enriched with iteration, we define a number of stochastic equivalences. They allow one to identify stochastic
processes with similar behaviour that are however differentiated by the semantics of the calculus. We
explain in which way the equivalences we propose can be used to reduce transition systems of expressions.
It is demonstrated how to apply the equivalences to compare the stationary behaviour. The equivalences
guarantee a coincidence of performance indices for stochastic systems and can be used for performance
analysis simplification. In a case study, a method of modeling, performance evaluation and behaviour
preserving reduction of concurrent computing systems is outlined and applied to the dining philosophers
system.

Keywords: stochastic process algebra, Petri box calculus, iteration, discrete time, stochastic equivalence,
reduction, stationary behaviour, performance evaluation.

1 Introduction

Process algebras (PAs), such as CCS [23], are a widely used formal model designed to specify concurrent sys-
tems and analyze their behavioural properties. In such calculi, processes are specified by compositional formulas
constructed by operators from symbols of actions, and verification of properties is accomplished syntactically
by means of algebraic laws and equivalences. In the last decades, stochastic extensions of PAs were proposed.
Stochastic process algebras (SPAs) do not just specify actions which can occur (qualitative features), like stan-
dard PAs, but they associate with actions the distribution parameters of their random time delays (quantitative
characteristics). The most well-known SPAs are MTIPP [16], PEPA [15] and EMPA [6].

Petri box calculus (PBC) [3,9] is a flexible and expressive process algebra intended to provide support for
compositional translation from high level concurrent programming languages into Petri nets (PNs). Formulas
of PBC are combined not from single actions, like in CCS, but from multisets of elementary actions and
their conjugates, called multiactions (basic formulas). In contrast to CCS, synchronization is separated from
parallelism (concurrent constructs). Synchronization is defined as a unary multi-way stepwise operation based
on communication of actions and their conjugates, thus, it extends the CCS approach with conjugate matching
labels. Synchronization in PBC is asynchronous, unlike that in Synchronous CCS (SCCS) [23]. The other
operations are sequence and choice (sequential constructs). The calculus includes also restriction and relabeling
(abstraction constructs). To specify infinite processes, the refinement, recursion and iteration operations were
added (hierarchical constructs). Thus, unlike CCS, PBC has an additional iteration construction to specify
infiniteness when the semantic interpretation in finite PNs is possible. PBC has a step operational semantics
in terms of labeled transition systems based on rules in the Structured Operational Semantics (SOS) style. A
denotational semantics of PBC was proposed via a subclass of PNs equipped with an interface and considered
up to isomorphism, called Petri boxes. Recently, the extensions of PBC with deterministic or stochastic time
were presented.

A deterministic time model is considered in time Petri box calculus (tPBC) [20], in timed Petri box calculus
(TPBC) [22] and in arc time Petri box calculus (atPBC) [31]. In tPBC, timing information is added with
combining instantaneous multiactions and time delays. Its denotational semantics was defined in terms of
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a subclass of labeled time PNs (LtPNs), called time Petri boxes (ct-boxes). tPBC has an interleaving time
operational semantics in terms of labeled transition systems. In contrast to tPBC, multiactions of TPBC are
not instantaneous but have time durations. The denotational semantics of TPBC was defined via a subclass of
labeled timed PNs (LTPNs), called timed Petri boxes (T-boxes). TPBC has a step timed operational semantics
in terms of labeled transition systems. In atPBC, multiactions are associated with time delay intervals, and
a step operational semantics is defined. The denotational semantics is defined on a subclass of arc time PNs
(atPNs), where time restrictions are associated with the arcs, called arc time Petri boxes (at-boxes).

A continuous time stochastic extension of a finite part of PBC called stochastic Petri box calculus (sPBC)
was proposed in [28]. sPBC in its former version had neither refinement nor recursion nor iteration operations
and thus specified finite processes only. An interleaving operational semantics of the calculus was constructed in
terms of labeled probabilistic transition systems. A denotational semantics of sSPBC was defined via a subclass of
labeled continuous time stochastic PNs (LCTSPNs) called stochastic Petri boxes (s-boxes). In [26], the iteration
operation was added to sPBC to specify infinite processes and the producer/consumer system was specified.
In [27], the resulting calculus was enriched with immediate multiactions, and a manufacturing system, as well
as the AUY-protocol, were modeled. The example systems considered within sSPBC and its extensions had an
interleaving semantics and no performance indices were calculated for many of them.

A discrete time stochastic extension dtsPBC of finite PBC was presented in [35,37]. A step operational
semantics of the algebra was constructed with the use of labeled probabilistic transition systems. dtsPBC has a
denotational semantics based on a subclass of labeled discrete time stochastic PNs (LDTSPNs) called discrete
time stochastic Petri boxes (dts-boxes). A number of stochastic equivalences were proposed to identify stochastic
processes with similar behaviour which are differentiated by the semantic equivalence. The interrelations of the
introduced equivalences were studied. In [36, 38], the syntax of dtsPBC was supplemented by the iteration
operator. In [39], we presented the extension dtsiPBC of the latter calculus with immediate multiactions.

Since dtsPBC has a discrete time semantics and geometrically distributed delays in the process states,
unlike sSPBC with continuous time semantics and exponentially distributed delays, the calculi apply two different
approaches to the stochastic extension of PBC, in spite of some similarity of their syntax and semantics inherited
from PBC. The main advantage of dtsPBC is that concurrency is treated naturally, like in PBC, whereas in
sPBC parallelism is simulated by interleaving, obliging one to collect the information on causal independence
of activities before constructing the semantics.

If to compare dtsPBC with classical SPAs MTIPP, PEPA, EMPA the first main difference between them
comes from PBC, since dtsPBC is based on this calculus: all algebraic operations and a notion of multiaction
are inherited from PBC. The second main difference is discrete conditional probabilities of activities induced
by the discrete time approach, whereas action rates are used in the standard SPAs with continuous time. As
a consequence, dtsPBC has a non-interleaving step operational semantics, in contrast to the classical SPAs,
where concurrency is modeled by interleaving.

A notion of equivalence is important in theory of computing systems. Equivalences are applied both to
compare behaviour of systems and reduce their structure. There is a wide diversity of behavioural equivalences,
and their interrelations were well explored in the literature. The most well-known and widely used one is
bisimulation. Standardly, the mentioned equivalences take into account only functional (qualitative) but not
performance (quantitative) aspects. Additionally, the equivalences are usually interleaving ones, i.e., they
interpret concurrency as sequential nondeterminism. To respect quantitative features of behaviour, equivalences
for SPAs have additional requirement on execution probabilities. Two equivalent processes must be able to
execute the same sequences of actions, and for every such sequence, its execution probabilities within both
processes should coincide. In case of bisimulation equivalence, the states from which similar future behaviours
start are grouped into equivalence classes that form elements of the aggregated state space. From every two
bisimilar states, the same actions can be executed, and the subsequent states resulting from execution of an
action belong to the same equivalence class. In addition, for both states, the cumulative probabilities to move
to the same equivalence class by executing the same action coincide.

Interleaving probabilistic strong bisimulation equivalence was proposed in [21] on labeled probabilistic transi-
tion systems, in [16] on labeled CTMCs and in [15] on probabilistic process algebras. Interleaving probabilistic
equivalences were defined for probabilistic processes in [14,17]. Interleaving probabilistic weak bisimulation
equivalence was introduced in [11] on labeled CTSPNs and in [12] on generalized SPNs (GSPNs). In [5], a
comparison of a variety of interleaving Markovian trace, test and bisimulation equivalences was carried out on
sequential and concurrent Markovian process calculi. At the same time, no appropriate equivalence notion was
defined for concurrent SPAs so far.

In this paper, a problem of performance preservation by the equivalence notions is discussed within dtsPBC
enriched with iteration. First, we present the syntax of the calculus. Second, we describe its operational
semantics in terms of labeled transition systems and its denotational semantics based on a subclass of LDTSPNs.
Further, we propose a number of stochastic equivalences. We describe how the stochastic equivalences can be



used to reduce transition systems of expressions and the related formalisms while preserving their qualitative
and quantitative behaviour. We investigate which equivalences guarantee identity of the stationary behaviour.
The mentioned property implies a coincidence of performance indices based on steady-state probabilities of
modeled stochastic systems. The equivalences possessing the property can be used to reduce the state space of
a system and thus simplify its performance evaluation, that is usually complex due to the state space explosion
problem. At the end, we present a case study of the dining philosophers system explaining how to model
concurrent computing systems within the calculus and analyze their performance, as well as in which way to
reduce the systems preserving their performance indices and making simpler the performance evaluation.

The paper is organized as follows. The syntax of dtsPBC is presented in Section 2. Section 3 describes the
operational semantics of the calculus and Section 4 presents its denotational semantics. Stochastic algebraic
equivalences are defined and investigated in Section 5. In Section 6 we explain how to reduce transition systems
and the related formalisms modulo the equivalences. Section 7 is devoted to the application of the relations
to the stationary behaviour comparison and determining the performance preserving equivalences. Section
8 describes specification, performance evaluation and reduction of the dining philosophers system within the
calculus. The difference between dtsPBC and other well-known or similar SPAs is discussed in Section 9. The
concluding Section 10 summarizes the results obtained and outlines research perspectives in this area.

2 Syntax

In this section, we propose the syntax of the discrete time stochastic extension of finite PBC enriched with
iteration, discrete time stochastic PBC (dtsPBC).
We denote the set of all finite multisets over X by ﬂV}X Let Act = {a,b,...} be the set of elementary

actions. Then Act = {a,b,...} is the set of conjugated actions (conjugates) such that a # a and @ = a. Let
A = Act U Act be the set of all actions, and L = 17\].;4 be the set of all multiactions. Note that () € L, this
corresponds to an internal activity, i.e., the execution of a multiaction that contains no visible action names.
The alphabet of a € L is defined as A(a) = {z € A | a(z) > 0}.

An activity (stochastic multiaction) is a pair («, p), where oo € £ and p € (0;1) is the probability of the
multiaction . The multiaction probabilities are used to calculate probabilities of state changes (steps) at
discrete time moments. Let SL be the set of all activities. Let us note that the same multiaction o € £ may
have different probabilities in the same specification. The alphabet of (o, p) € SL is defined as A(a, p) = A(«).
The alphabet of T' € ]N]‘c% is defined as A(T') = U(q,p)erAla). For (a,p) € SL, we define its multiaction
part as L(«, p) = a and its probability part as Q(«, p) = p. The multiaction part of T € lN}gL is defined as
L) = E(a, per O Remember that sums are considered with the multiplicity when applied to multisets.

Activities are combined into formulas by the following operations: sequential execution ;, choice [|, parallelism
I, relabeling [f] of actions, restriction rs over a single action, synchronization sy on an action and its conjugate,
and iteration [**] with three arguments: initialization, body and termination.

Sequential execution and choice have standard interpretation, like in other process algebras, but parallelism
does not include synchronization, unlike the corresponding operation in CC'S.

—

Relabeling functions f : A — A are bijections preserving conjugates, i.e., Vo € A f(&) = f(x). Relabeling
is extended to multiactions in a usual way: for a € £ we define f(a) =3 ., f(z). Relabeling is extended to
the multisets of activities as follows: for I' € JN}% we define f(I') = >2(, ,er(f(a), p).

Restriction over an action ¢ means that for a given expression any process behaviour containing a or its
conjugate a is not allowed.

Let «, 8 € L be two multiactions such that for some action a € Act we have a € o and a € 3, or @ € « and
a € B. Then synchronization of o and 8 by a is defined as a &, 8 = -y, where

[ alx)+B(x)—1, x=aorxz=4q
(@) = { alx) + B(x), otherwise.

In the iteration, the initialization subprocess is executed first, then the body is performed zero or more times
and, finally, the termination is executed.

Static expressions specify the structure of processes. The expressions correspond to unmarked LDTSPNs
(note that LDTSPNs are marked by definition).

Definition 2.1 Let (o, p) € SL, a € Act. A static expression of dtsPBC is

E:= (a,p) | E;E | E[JE | E|E|E[f]|Ersa|Esyal||[E*FEx*E].



Stat Expr denotes the set of all static expressions of dtsPBC.

To make the grammar above unambiguous, one can add parentheses in the productions with binary opera-
tions: (E; E), (E[JE), (E|E) or to associate priorities with operations. However, we prefer the PBC approach,
i.e., we add parentheses to resolve ambiguities and we assume no priorities.

To avoid inconsistency of the iteration operator, we should not allow any concurrency at the highest level
of the second argument of iteration. This is not a severe restriction though, since we can always prefix parallel
expressions by an activity with the empty multiaction. Later on, in Example 4.3, we shall demonstrate that
such inconsistency can result in nets which are not safe, see also [4] for discussion on this subject.

Definition 2.2 Let («, p) € SL, a € Act. A regular static expression of dtsPBC' is

E:= (a,p) | E;E | E[JE|E|E|E[f]|Ersa|Esyal|lEx*D=xFE],
where D := (a,p) | D;E | D[|D | D[f]| D rsa|Dsyal|[Dx*DxE].

RegStat Expr denotes the set of all reqular static expressions of dtsPBC.

Dynamic expressions specify the states of processes. The expressions correspond to LDTSPNs (which are
marked by default). Dynamic expressions are obtained from static ones which are annotated with upper or
lower bars and specify active components of the system at the current time instant. The dynamic expression
with the upper bar (the overlined one) E denotes the initial, and that with the lower bar (the underlined one)
E denotes the final state of the process specified by a static expression E. The underlying static expression of
a dynamic one is obtained by removing all the upper and lower bars from it.

Definition 2.3 Let FE € StatExpr, a € Act. A dynamic expression of dtsPBC is

G:= FE|E|G,E|E;G|G|E|E|G|G|G|G[f]|Grsa|Gsya|[G+xE*E]|[ExGxE]|[Ex*ExG|.

DynExpr denotes the set of all dynamic expressions of dtsPBC.

If the underlying static expression of a dynamic one is not regular, then the corresponding LDTSPN can
be non-safe, as Example 4.3 will show (but the LDTSPN is 2-bounded in the worst case, see [4]). A dynamic
expression is regular if its underlying static expression is regular. RegDynEzpr denotes the set of all reqular
dynamic expressions of dtsPBC.

3 Operational semantics

In this section, we define the step operational semantics via labeled transition systems. An illustrating example
will be given at the end of the section.

3.1 Inaction rules

The inaction rules for dynamic expressions describe their structural transformations which do not change the
states of the specified processes. The goal of these syntactic transformations is to obtain the well-structured
terminal expressions called operative ones to which no inaction rules can be further applied. As we shall see,
the application of an inaction rule to a dynamic expression does not lead to any discrete time step in the
corresponding LDTSPN, hence, no transitions are fired and its current marking remains unchanged.

Thus, an application of every inaction rule does not require any discrete time delay, i.e., the dynamic
expression transformation described by the rule is accomplished instantly.

In Table 1, we define inaction rules for regular dynamic expressions in the form of overlined and underlined
regular static ones. In this table, E, F, K € RegStatExpr, a € Act.

In Table 2, we propose inaction rules for regular dynamic expressions in the arbitrary form. In this table,
E,F € RegStatExpr, G,H,G, H € RegDynEzpr and a € Act.

A regular dynamic expression G is operative if no inaction rule can be applied to it. OpRegDynExpr
denotes the set of all operative regular dynamic expressions of dtsPBC. Any regular dynamic expression can
be transformed into a (possibly not unique) operative one by the inaction rules. In the following, we consider
regular expressions only and omit the word “regular”.

Definition 3.1 Let = = (= U <)* be a structural equivalence of dynamic expressions in dtsPBC. Thus, two
dynamic expressions G and G’ are structurally equivalent, denoted by G = G’, if they can be reached from each
other by applying the inaction rules in a forward or backward direction.



Table 1: Inaction rules for overlined and underlined regular static expressions

EF=EF E:F=FEF E;F = E; F

E[|F = E[|F E[JF = E[|F E[F = E[|F

EE = E[F E[F = E|F E|E = B|F

E[f] = E[f] E[f] = E[f] Ersa=FErsa
Ersa=Ersa Esyafsya Esya=FEsya
[ExF+xK|=[ExFxK|] [ExFxK|=[ExF*xK|] [ExFxK|=[ExFxK]
[ExF«K|=[E«xF+«K| [ExF«K|=[ExFxK]

Table 2: Inaction rules for arbitrary regular dynamic expressions

G=G, oelsl}  G=G. oe{i[l} G=G H=H _ G=G
GoE=GoE EoG=EoG G|H=G|H G||H=G||H G[f]=G[f]
G=G, oe{rs,sy} G=G. G=G G=G
Goa=Goa [GxExF)=[G*Ex*F] [ExG*F)=[ExG*F] [ExF*G)=[ExFxG|

3.2 Action and empty loop rules

The action rules are applied when some activities are executed. We also have the empty loop rule which is used to
capture a delay of one time unit in the same state when the empty multiset of activities is executed. The action
and empty loop rules will be then used later to determine all multisets of activities which can be executed from
the structural equivalence class of every dynamic expression (i.e., from the state of the corresponding process).
This information together with that about conditional probabilities of the activities to be executed from the
process state will be used to calculate the probabilities of such executions.

The action rules describe dynamic expression transformations due to execution of non-empty multisets of
activities. The rules represent possible state changes of the specified processes when some non-empty multisets
of activities are executed. As we shall see, the application of an action rule to a dynamic expression leads to a
discrete time step in the corresponding LDTSPN at which some transitions are fired and the current marking
is changed, unless there is a self-loop produced by the iterative execution of a non-empty multiset (which,
additionally, should be one-element, i.e., the single activity, since we do not allow concurrency at the highest
level of the second argument of iteration).

The empty loop rule G o G describes dynamic expression transformations due to execution of the empty
multiset of activities at a discrete time step. The rule reflects a non-zero probability to stay in the current state
at the next time moment, which is an essential feature of discrete time stochastic processes. As we shall see, the
application of the empty loop rule to a dynamic expression leads to a discrete time step in the corresponding
LDTSPN at which no transitions are fired and the current marking is not changed. This is a new rule that has

no prototype among inaction rules of PBC, since it represents a time delay. The PBC rule G o G from [4] in
our setting would correspond to the rule G = G describing the stay in the current state when no time elapses,
but it is not needed to transform dynamic expressions into operative ones.

Thus, an application of every action rule or the empty loop rule requires one discrete time unit delay, i.e.,
the execution of a (possibly empty) multiset of activities resulting to the dynamic expression transformation
described by the rule is accomplished instantly after one unit of time elapses.

In Table 3, we define the action and empty loop rules. In this table, («a,p), (8,x) € SL, E,F €
RegStatExpr, G,H € OpRegDynExpr, G,H € RegDynExpr and a € Act. Moreover, I', A € EV}% \ {0}
and IV € IN J‘?L.

Rule Sy2 establishes that the synchronization of two multiactions is made by taking the product of their
probabilities, since we are considering that both must occur for the synchronization to happen, so this corre-
sponds, in some sense, to the probability of the independent events intersection, but the real situation is more
complex, since these multiactions can be also executed in parallel. Instead of multiplication, we can use any
associative and commutative binary operation ® : (0;1)? — (0;1). In addition, for the probabilities p and y of
two synchronized multiactions we require that p ® xy < min{p, x} to express an idea that the probability of the
resulting synchronized multiaction should not be greater than those of the two synchronized ones, since, while



Table 3: Action and empty loop rules

0 a,p L& ; L& ;
Elc % ¢ B (a, p) RICTOIN (a,p) SC1 E=C el gog G206 cctulld
GoE—GoFE FEoG—EoG
G5G HSH P3 ¢5G, HSH L G5G
T ~ T ~ T+A ~ ~ ~
GlHSGIH cluSa| i GlH—25a) A ol at)
T = ~ I = I =~ I =
Rs &G atgAl) GG 12 e L Lot
Grsa—Grsa [GxExF)—[G*ExF)] [ExGxF]—[ExGxF] [ExF*G)—[ExFxG]
~ ' +{(a,p)}+{(8, ~
GQG Gsya {(a,p)}+{(B.,x)} G sy a, aca, G€B
Syl T~ Sy2 T4 {(a®aBrp)) \ ~
G sy a—G sy a Gsya%Gsya

(a) ® .y\ (c)
1
2 3

Figure 1: The binary trees encoded with the numberings 1, (1)(2) and (1)((2)(3))

performance evaluation, it is usually supposed that the execution of two components together require more
system resources than the execution of each single one. It is clear that the multiplication operation satisfies the
mentioned properties and it is easy to handle with, since it naturally maintains compositionality, thus, we have
chosen the product of the probabilities. As we shall see, for every LDTSPN obtained by synchronization of two
LDTSPNSs, this approach allows us to calculate the transition firing probabilities using the standard transition
probability function for that net class. See also [8,10] for a discussion about binary operations producing the
rates of synchronization in the continuous time setting.

We do not allow self-synchronization, i.e., synchronization of an activity with itself, to avoid an unexpected
behaviour and many technical difficulties, see [4].

3.3 Transition systems

Now we construct labeled probabilistic transition systems associated with dynamic expressions and used to
define the operational semantics of dtsPBC.

The expressions of dtsPBC can contain identical activities. To avoid technical difficulties, we must enumerate
coinciding activities, for instance, from left to right in the syntax of expressions. The new activities resulted
from synchronization will be annotated with concatenation of numberings of the activities they come from,
hence, the numbering should have a tree structure to reflect the effect of multiple synchronizations. We define
the numbering which encodes a binary tree with the leaves labeled by natural numbers.

Definition 3.2 Let n € IN. The numbering of expressions is defined as v ::= n | (1)(¢).
Num denotes the set of all numberings of expressions.

Example 3.1 The numbering 1 encodes the binary tree depicted in Figure 1(a) with the root labeled by 1. The
numbering (1)(2) corresponds to the binary tree depicted in Figure 1(b) without internal nodes and with two
leaves labeled by 1 and 2. The numbering (1)((2)(3)) represents the binary tree depicted in Figure 1(c) with one
internal node, which is the root for the subtree (2)(3), and three leaves labeled by 1,2 and 3.

The new activities resulting from applications of the second rule for synchronization Sy2 in different orders
should be considered up to permutation of their numbering. In this way, we shall recognize different instances
of the same activity. If we compare the contents of different numberings, i.e., the sets of natural numbers in
them, we shall be able to identify the mentioned instances. The content of a numbering ¢ € Num is defined as

[, L€ IN;
Cont(r) = { Cont(t1) U Cont(tz), ¢= (t1)(t2).



After we apply the enumeration, the multisets of activities from the expressions become the proper sets. In
the following, we suppose that the identical activities are enumerated when needed to avoid ambiguity. This
enumeration is considered to be implicit.

Definition 3.3 Let G be a dynamic expression. Then |Gl = {H | G = H} is the equivalence class of G w.r.t.
the structural equivalence. The derivation set of a dynamic expression G, denoted by DR(G), is the minimal
set such that

e [G]~ € DR(G);
o if [Hl~ € DR(G) and 3T H 5 H then [H]~ € DR(G).

Let G be a dynamic expression and s, 5 € DR(G).

The set of all multisets of activities executable in s is Exec(s) = {U' | 3H € s 3H H 5 H}.
Let I € Ezec(s) \ {0}. The probability that the multiset of activities T' is ready for execution in s is

PF(T,s)= [] »- 1T (1 =)

(p)el’  {{(B:x)}eEzec(s)|(B,x) €I}

In the case I' = () we define

PF(@, S) = { H{(ﬁvX)}GEmec(s)(l - X)7 E.’L'GC(S) 75 {(2)}7

otherwise.

)

Thus, if Fzec(s) # {0}, then PF(T,s) could be interpreted as a joint probability of independent events.
Each such an event is interpreted as readiness or not readiness for execution of a particular activity from T'.
Every activity belonging to some multiset from Fzec(s) decides probabilistically (using its probabilistic part)
and independently (from other activities), if it is ready for execution in s. The multiplication in the definition
is used because it reflects the probability of the independent events intersection. When only the empty multiset
of activities can be executed in s, i.e., Fzec(s) = {0}, we have PF (), s) = 1, since we stay in s in this case.

Let T € Exec(s). The probability to execute the multiset of activities T' in s is

PF(T,s)
PT(,s) = .
( , S) ZAGEI&C(S) PF(A7 8)

Thus, PT (T, s) is the probability that I' is ready for execution in s normalized by the analogous probability
for any multiset executable in s. The denominator of the fraction above is a sum since it reflects the probability
of the mutually exclusive events union. PT(T',s) can be interpreted as the conditional probability to execute
I in s under condition that only some particular multisets (including the empty one) of activities belonging to
multisets from Fzec(s) can be executed in s. If Exec(s) # {0}, then PF(T,s) can be seen as the potential
probability to execute I" in s, since we have PF(T',s) = PT(T, s) only when all finite multisets (including the
empty one) of activities belonging to multisets from Exec(s) can be executed in s. In this case, all the mentioned
activities can be executed in parallel in s and we have ), Faee(s) PF (A, s) = 1, since this sum collects the
products of all combinations of the probability parts of the activities and the negations of these parts.

Note that the sum of outgoing probabilities for the expressions belonging to the derivations of G is equal to
1, ie., Vs € DR(G) > repyees) PT(I,s) = 1. This follows from the definition of PT(I', s) and guarantees that
PT(T,s) defines a probability distribution.

The probability to move from s to § by executing any multiset of activities is

PM(s,3) = > PT(T, s).
{T|3Hes 3Hes HLHY

Definition 3.4 Let G be a dynamic expression. The (labeled probabilistic) transition system of G is a quadru-
ple TS(G) = (Sa, La, Ta, sa), where

the set of states is S¢ = DR(G);

o the set of labels is Lg C lN}gL x (0;1];

the set of transitions is Tg = {(s, (I, PT(T, s)),3) | s € DR(G), 3H € s 3H € 5§ H EN H};

the initial state is sg = [G]x.



The definition of T'S(G) is correct, i.e., for every state, the sum of the probabilities of all the transitions
starting from it is 1. This is guaranteed by the note after the definition of PT'(I',s). Thus, we have defined a
generative model of probabilistic processes [17], according to the classification from [14]. The reason is that the
sum of the probabilities of the transitions with all possible labels should be equal to 1, not only of those with
the same labels (up to enumeration of activities they include) as in the reactive models [21], and we do not have
the nested probabilistic choice as in the stratified models [14].

The transition system T'S(G) of a dynamic expression G describes all steps that occur at discrete time
moments with some (one-step) probability and consist of multisets of activities. Every step occurs instantly
after one discrete time unit delay, the step can change the current state to another one. The states are the
structural equivalence classes of dynamic expressions obtained by application of action rules starting from the

expressions belonging to [G]~. A transition (s, (T',P),3) € Tg is written as s Lp § and interpreted as: the
probability to change the state s to § in the result of executing I' is P.
Note that I' can be the empty multiset, and its execution does not change the current state (the equivalence

class), since we have a loop transition s g”p s from a state s to itself in the result of executing the empty
multiset. This corresponds to application of the empty loop rule to expressions from the equivalence class. We
have to keep track of such executions, called empty loops, because they have nonzero probabilities. This follows
from the definition of PF (), s) and the fact that multiaction probabilities cannot be equal to 1 as they belong
to the interval (0;1). The step probabilities belong to the interval (0;1]. The step probability is 1 when we

cannot leave a state s, hence, there exists only one transition from it, namely, the empty loop transition s gl s.

We write s - § if 3P s —5p § and s — § if 30 s - 5. For a one-element multiset of activities T' = {(a, p)},

. op) - o) -
we write s (—p>)7> Sand s (—p>) s.

Isomorphism is a coincidence of systems up to renaming of their components. Let ~ denote isomorphism
between transition systems that binds their initial states.

Definition 3.5 Dynamic expressions G and G’ are equivalent w.r.t. transition systems, denoted by G =5 G/,

if TS(G) ~ TS(G").

Definition 3.6 Let G be a dynamic expression. The underlying discrete time Markov chain (DTMC) of G,
denoted by DTMC(G), has the state space DR(G) and the transitions s —p 3, if s — § and P = PM (s, 3).

For a dynamic expression G, a discrete random variable is associated with every state of DTMC(G). The
variable captures a residence time in the state. One can interpret staying in a state in the next discrete time
moment as a failure and leaving it as a success of some trial series. It is easy to see that the random variables
are geometrically distributed, since the probability to stay in the state s € DR(G) for k — 1 time moments and
leave it at the moment k > 1 is PM (s, s)*1(1 — PM(s,s)) (the residence time is k in this case). The mean
value formula for the geometrical distribution allows us to calculate the average sojourn time in the state s as

1
 1—PM(s,8)"

The average sojourn time vector of G, denoted by SJ, has the elements SJ(s), s € DR(G).
Analogously, the sojourn time variance in the state s is

SJ(s)

1
(1—PM(s,s))?"
The sojourn time variance vector of G, denoted by VAR, has the elements VAR(s), s € DR(G).

VAR(s) =

Example 3.2 Let By = ({a}, p)[|({a},p), E2 = ({b},x), Es = ({c},0) and E = [Ey x Es % E3]. The identical
activities of the composite static expression are enumerated as follows: E = [(({a}, p)1[]({a}, p)2) * ({b}, x) *
({c},0)]. In Figure 2, the transition system TS(E) and the underlying DTMC DTMC(E) are presented. For
simplicity, the states are labeled by expressions belonging to the corresponding equivalence classes, and singleton

multisets of activities are written without braces. DR(E) consists of the equivalence classes -
s1 = [[E1 % B * FEsl]]~, S2 = [[E1 % Fa * Es]|~, s3 = [[E1 *x E2 * Es)]~. The average sojourn time vector of E is

SJ = (%ﬂ, 91(1_—3%2), oo) The sojourn time variance vector of E is VAR = ((12;2)2, %, 0 ).

Let us demonstrate how the transition probabilities are calculated. For instance, PF({({a},p)1},51) =
PF({({CL},p)Q},Sl) = p(l_p) and PF(stl) = (1_p)2 HGTLCE, ZAEEmeC(&) PF(A751) = 2p(1_p)+(1_p)2 =

_ _ )2

1—p?. Thus, PT({({a}, ph}.51) = PT({({a}, )}, s1) = 28 = 2UB s — 2 and PT(0), 51) = =2 =
(1-p? _ 1-p

(1—p)(I+p) ~— 14p°

Other probabilities are calculated similarly.
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Figure 2: The transition system and the underlying DTMC of E for E = [(({a}, p)1[]({a}, p)2)* ({b}, x)* ({c}, 0)]

4 Denotational semantics

In this section, we define the denotational semantics in terms of a subclass of LDTSPNS, called discrete time
stochastic Petri boxes (dts-boxes). An illustrating example will be given at the end of the section.

4.1 Labeled DTSPNs

We introduce a class of labeled discrete time stochastic PNs (LDTSPNs), a subclass of DTSPNs [24] (we do
not allow the transition probabilities to be equal to 1) with the transition labeling.

Definition 4.1 A labeled DTSPN (LDTSPN) is a tuple
N = (PN, Tn,WnN,Qn, Ly, My), where

Py and Ty are finite sets of places and transitions, respectively, such that Py UTy # 0 and Py NTN = 0;

e Wy : (Pv xTn)U (Tny X Py) — IN is a function providing the weights of arcs between places and
transitions;

Qn : Tn — (0;1) is the transition probability function associating transitions with probabilities;
o Ly : TN — L is the transition labeling function assigning multiactions to transitions;
o My € IN;DN is the initial marking.

A graphical representation of LDTSPNs is, like that for standard labeled PNs, but with probabilities written
near the corresponding transitions. In the case the probabilities are not given in the picture, they are considered
to be of no importance. The weights of arcs are depicted near them. The names of places and transitions are
depicted near them when needed. If the names are omitted but used, it is supposed that the places and
transitions are numbered from left to right and from top to down.

Let N be an LDTSPN and t € Ty, U € ]NfTN. The precondition *t and the postcondition t® of t are
the multisets of places defined as (*t)(p) = Wn(p,t) and (t*)(p) = Wn(t,p). The precondition *U and the
postcondition U® of U are the multisets of places defined as *U =}, *t and U®* =3, t°.

A transition ¢t € Tl is enabled in a marking M € ]N;DN of LDTSPN N if *¢t C M. Let Ena(M) be the set of
all transitions (such that each of them is) enabled in a marking M. A set of transitions U C Ena(M) is enabled
in a marking M if *°U C M. Firings of transitions are atomic operations, and transitions may fire concurrently in
steps. We assume that all transitions participating in a step should differ, hence, only the sets (not multisets) of
transitions may fire. Thus, we do not allow self-concurrency, i.e., firing of transitions concurrently to themselves.
This restriction is introduced because we would like to avoid technical difficulties while calculating probabilities
for multisets of transitions as we shall see after the following formal definitions. Moreover, we do not need to
consider self-concurrency, since denotational semantics of expressions will be defined via dts-boxes which are
safe LDTSPNs (hence, no self-concurrency is possible).

Let M be a marking of an LDTSPN N. A transition ¢t € Ena(M) fires with probability Qn(¢) when no
other transitions conflicting with it are enabled.



Let U C Ena(M), U # 0 and *U C M. The probability that the set of transitions U is ready for firing in
M is

FU.M) =[lav® - I (-an).

teU u€Ena(M)\U

In the case U = ) we define

HuEEna(]W)(l - QN(U)), E?’LCL(M) 7& (Z)’
L, otherwise.

PF(0,M) = {

Thus, if Ena(M) # 0, then PF(U, M) could be interpreted as a joint probability of independent events.
Each such an event is interpreted as readiness or not readiness for firing of a particular transition from U.
Every transition from Ena(M) decides probabilistically (using its probability) and independently (from other
transitions), if it is ready for firing in M. The multiplication in the definition is used because it reflects the
probability of the independent events intersection. When no transitions are enabled in M, i.e. Ena(M) = 0,
we have PF(, M) = 1, since we stay in M in this case.

Let U C Ena(M), U # () and *U C M. The concurrent firing of the transitions from U changes the

marking M to M = M — *U + U*®, denoted by M E>p M, where P = PT(U, M) is the probability that the set
of transitions U fires in M defined as

PF(U, M)

PT(U,M) = .
Z{V\-vg\/f} PF(V,M)

In the case U = () we have M = M and

PF(0, M)
PT(0, M) = ,
O = S vy PRV D)

Thus, PT(U, M) is the probability that the set U is ready for firing in M normalized by the corresponding
probability for any set enabled in M. The denominator of the fraction above is a sum since it reflects the
probability of the mutually exclusive events union. PT(U, M) can be interpreted as the conditional probability
that U fires in M under condition that only some particular subsets (including the empty one) of transitions
from Ena(M) can fire in M. If Ena(M) # 0, then PF(U, M) can be seen as the potential probability that U
fires in M, since we have PF(U, M) = PT(U, M) only when all subsets (including the empty one) of transitions
from Ena(M) can fire in M. In this case, all the mentioned transitions can be fired in parallel in M (i.e.,
Ena(M) can fire in M) and we have Z{V|'V§M} PF(V,M) = 1, since this sum collects the products of all
combinations of the transition probabilities and their negations.

Let Ena(M) = {t1,...,t,} be a mutually exclusive set of transitions (i.e., firing of any transition from the
set results in a marking in which no other transition from the set is enabled) and p; = Qun(¢;) (1 <4 < n). Then
PT({t;}, M) resembles the probabilistic function P[E;] from [24], which defines the probability of the event E;,

that transition ¢; in a mutually exclusive set of transitions {t1,...,¢,} will fire in the marking M. We have
Pi pill=p1) - (1—pn)
PE;] = L = Li where %ﬁl—p@ corresponds to PF({t;}, M)

n n  Pid—=p1)-O=pn)>
Wi 17 (mpa)(lmpa)+ 20, SR

in our setting. Further, PT((), M) resembles the probabilistic function P[Ep], which defines the probability
of the event Fjy, that no transitions from the mutually exclusive set of transitions {t1,...,t,} will fire in the

marking M. We have P[Fy| = (1=p1)-(1=pn) where (1 — p1)--- (1 — pn)

1 _
& — o (—p1) - (—pn) ?
+30 lfpj (1=p1)-(1=pn)+30, %

corresponds to PF((, M) in our setting. If Ena(M) is not a mutually exclusive set of transitions, our way
to define PT(U, M) for U C Ena(M), U # 0, extends the approach of [24]. The advantage of our two-stage
definition of PT(U, M) is that it has a closed form and we do not need to consider which sets of transitions
are exclusive, instead, we just consider the probability that U fires in M under condition that only particular
subsets of Ena(M) can fire in M.

Note that for all markings of an LDTSPN N the sum of outgoing probabilities is equal to 1, i.e, VM €
]N;DN PT®, M) + > pjevcary PT(U, M) = 1. This follows from the definition of PT(U, M) and guarantees
that it defines a probability distribution.

We write M % M if 3P M %p M and M — M it 3U M & M.
Definition 4.2 Let N be an LDTSPN.

e The reachability set of N, denoted by RS(N), is the minimal set of markings such that

10



Figure 3: LDTSPN, its reachability graph and the underlying DTMC

- My € RS(N);
— if M € RS(N) and M — M then M € RS(N).
e The reachability graph of N, denoted by RG(N), is a directed labeled graph with the set of nodes RS(N)
and an arc labeled with (U, P) between nodes M and M if M Yp M.

e The underlying discrete time Markov chain (DTMC) of N, denoted by
DTMC(N), has the state space RS(N) and the transitions M —p M, if M — M, where P = PM (M, M)
is the probability to move from M to M by firing any set of transitions defined as

PM(M,M)= > PI(UM).

wimMSary
Let N be an LDTSPN and M € RS(N). The average sojourn time in the marking M is

1
1 —PM(M,M)

The average sojourn time vector of N, denoted by SJ, has the elements SJ(M), M € RS(N).
The sojourn time variance in the marking M is

SJ(M)

1
(1= PM (M, M))*
The sojourn time variance vector of N, denoted by VAR, has the elements VAR(M), M € RS(N).

VAR(M) =

Example 4.1 In Figure 3, an LDTSPN N with two wvisible transitions t1 (labeled by {a}), t2 (labeled by
{b}) and one invisible transition ts (labeled by ) is presented. Transition probabilities of N are denoted by
p = Qn(t1), x = Qn(t2), 0 = Qn(ts). In the figure one can see the reachability graph RG(N) and the
underlying DTMC DTMC(N) as well. RS(N) consists of the markings My = (1,1,0), My = (0,1,1), M3 =

1,0,1), My = (0,0,2). The average sojourn time vector of N is SJ = L_ L L L) The sojourn time
ptx—px’ x> p’ 0

=

. . 1 11
variance vector of N is VAR = | ———7, =5, =%
f SV R (p+X_pX)2;X27p27

4.2 Algebra of dts-boxes

Now we propose discrete time stochastic Petri boxes and associated algebraic operations to define a net repre-
sentation of dtsPBC expressions.

Definition 4.3 A discrete time stochastic Petri box (dts-box) is a tuple
N = (PN, TN, WN,AN), where

e Py and Ty are finite sets of places and transitions, respectively, such that Py UTy # 0 and Py NTy = 0;

11



e Wy : (PN XxTn)U (Tn x Py) — IN is a function providing the weights of arcs between places and
transitions;

e Ay is the place and transition labeling function such that

— An|py 1 Pv — {e,i,x} (it specifies entry, internal and exit places, respectively);

—Anlry TN = {o ] o C Wfﬁ x SL} (it associates transitions with the relabeling relations on
activities).

We require ¥Vt € Ty *t # 0 # t*. In addition, for the set of entry places of N defined as °N = {p € Py |
An(p) = e} and the set of exit places of N defined as N° = {p € Py | An(p) = x}, it holds: °N # 0 #
‘Z\[O7 .(ON) — @ — (NO).'

A dts-box is plain if Vt € Ty An(t) € SL, ie.,, An(t) is a constant relabeling that will be defined later.
In case of the constant relabeling, the shorthand notation (by an activity) for Ay (¢) will be used. A marked
plain dts-box is a pair (N, My), where N is a plain dts-box and My € EV;.DN is its marking. We use the
following notation: N = (N,°N) and N = (N, N°). A marked plain dts-box (Py,Tn, Wx, Ay, My) could be
interpreted as the LDTSPN (Py,Tn, Wn,Qn, Ly, My), where functions Qn and Ly are defined as follows:
Vi e Ty Qn(t) = Q(An(t)) and Ly(t) = L(An(t)). Behaviour of the marked dts-boxes follows from the firing
rule of LDTSPNs. A plain dtsi-box N is n-bounded (n € IN) if N is so, i.e., VM € RS(N) Vp € Py M(p) <n,
and it is safe if it is 1-bounded. A plain dtsi-box N is clean if YM € RS(N) °N C M = M = °N and
N° C M = M = N°, if there are tokens in all its entry (exit) places then no other places have tokens.

To define a semantic function associating a plain dts-box with every static expression of dtsPBC, we need
to propose the enumeration function Enu : Ty — Num. It associates numberings with transitions of the plain
dts-box N according to those of activities. In the case of synchronization, the function associates concatenation
of the parenthesized numberings of the synchronized transitions with a resulting new transition.

The structure of the plain dts-box corresponding to a static expression is constructed, like in PBC, see
[4,9], i.e., we use a simultaneous refinement and relabeling meta-operator (net refinement) in addition to the
operator dts-boxes corresponding to the algebraic operations of dtsPBC and featuring transformational transition
relabelings. Thus, the resulting plain dts-boxes are safe and clean. In the definition of the denotational
semantics, we shall apply standard constructions used for PBC. Let © denote an operator box and u denote a
transition name from PBC setting.

The relabeling relations ¢ C EV;»% x SL are defined as follows:

e 0ia ={{(a,p)}, (o, p)) | (0, p) € SL} is the identity relabeling keeping the interface as it is;
® 0(a,p) = {(0, (v, p))} is the constant relabeling identified with (o, p) € SL itself;

e o = {{(e,p)}, (f(a),p)) | (e, p) € SL};

* oo = {({(,p)}, (@, 0)) | (@, p) € SL, a,a & a};

® 0s o is the least relabeling relation contained in g;q such that if (T', (o, p)), (A, (B, X)) € 0sy o and
a€a, acf,then (T+ A, (a®qB,p X)) € Osy a-

The plain and operator dts-boxes are presented in Figure 4. The symbol i is usually omitted.
Now we define the enumeration function Enu for every operator of dtsPBC. Let Boxgs(E) = (Pr,Te, Wgr, AE)
be the plain dts-box corresponding to a static expression E, and Enug be the enumeration function for Tg.
We shall use the analogous notation for static expressions F’ and K.

o Boxgs(EoF) = 0.(Boxgs(E), Boxgs(F)), o € {;,[], ]|} Since we do not introduce any new transitions,
we preserve the initial numbering:

| Enug(t), teTg;
Enu(t) o { EnuF(t), te TF.

o Bowais(E[f]) = Oy (Boxass(E)). Since we only replace the labels of some multiactions by a bijection, we
preserve the initial numbering;:

Enu(t) = Enug(t), t € Tg.

12



Figure 4: The plain and operator dts-boxes

e Boxgs(F rs a) = Oy o(Boxgs(F)). Since we remove all transitions labeled with multiactions containing
a or a, this does not change the numbering of the remaining transitions:

Enu(t) = Enug(t), t € Tg, a,a & L(Ag(t)).

o Boxgs(E sy a) = Og o(Bozrais(E)). Note that Yv,w € Tg such that Ag(v) = (o, p), Ap(w) = (8,x)
and a € «, @ € (3, the new transition ¢ resulting from synchronization of v and w has the label A(t) =
(a @ B, p- x) and the numbering Enu(t) = (Enug(v))(Enug(w)). The enumeration function is

Enu(t) = Enug(t), t € Tg;
" | (Enug(v))(Enug(w)), tresults from synchronization of v and w.

When we synchronize the same set of transitions in different orders, we get several resulting transitions
with the same label and probability, but with different numberings having the same content. Then we
shall consider only a single transition from the resulting ones in the plain dts-box to avoid introducing
redundant ones.

o Bowgs([E * F x K]) = O (Bozas(E), Boras(F'), Boxgs(K)). Since we do not introduce any new
transitions, we preserve the initial numbering:

EnuE(t), teTg;
Enu(t) =< Enup(t), teTr;
EnuK(t), teTk.

Definition 4.4 Let (a,p) € SL, a € Act and E, F, K € RegStatExpr. The denotational semantics of dtsPBC
18 a mapping Boxg:s from RegStatExpr into the area of plain dts-boxes defined as follows:

1. Bozais((@; p).) = Nia,p), s

2. Boxais(E o F) = Oc(Bowars(E), Boxars(F)), o € {;,[], I}

8. Boxats(E[f]) = Oy (Boxats(E));

4. Boxgis(E o a) = Ooq(Boxais(E)), o € {rs,sy};

5. Boxas([E * F % K|) = O (Bozas(E), Boxais(F), Bowas(K)).

For E € RegStatExpr, let Boxgs(E) = Boxgs(E) and Boxgs(E) = Boxgs(E). This definition is compo-
sitional in the sense that, for any dynamic expression, we may decompose it in some inner dynamic and static
expressions, for which we may apply the definition, thus obtaining the corresponding plain dtsi-boxes, which
can be joined according to the term structure (by definition of Boxgs;), the resulting plain box being marked
in the places that were marked in the argument nets.

Let ~ denote the isomorphism between transition systems or between DTMCs and reachability graphs that
binds their initial states. The names of transitions of the dts-box corresponding to a static expression could

13
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Figure 5: The marked dts-box N = Bowzas(E) for E = [(({a}, p)1[]({a}, p)2) * ({b}, x) * ({c}, 0)], its reachability
graph and the underlying DTMC

be identified with the enumerated activities of the latter. For a dts-box N, we denote its reachability graph by
RG(N) and its underlying DTMC by DTMC(N).

Theorem 4.1 [36] For any static expression E
TS(E) ~ RG(Bozas(E)).

Proof. As for the qualitative behaviour, we have the same isomorphism as in PBC. The quantitative behaviour
is the same, since the activities of an expression have probability parts coinciding with the probabilities of the
transitions belonging to the corresponding dts-box and, both in stochastic processes specified by expressions
and dts-boxes, conflicts are resolved via analogous probability functions. a

Proposition 4.1 [36] For any static expression E

DTMC(E) ~ DTMC(Bowzgs(E)).

Proof. By Theorem 4.1 and definitions of underlying DTMCs for dynamic expressions and LDTSPNs, since
transition probabilities of the associated DTMCs are the sums of those belonging to transition systems or
reachability graphs. a

Example 4.2 Let E be from Example 3.2. In Figure 5, the marked dts-box N = Bowais(E), its reachability
graph RG(N) and the underlying DTMC DTMC(N) are presented. It is easy to see that TS(E) and RG(N)
are isomorphic, as well as DTMC(E) and DTMC(N).

The following example shows that without the syntactic restriction on regularity of expressions the corre-
sponding marked dts-boxes may be not safe.

Example 4.3 Let E = [(({a}, 3)=(({b}, 3)({c}, 3))*({d}. 3)]. In Figure 6, the marked dts-box N = Bozqs(E)
and its reachability graph RG(N) are presented. Symmetrically, in the marking (0,1,1,2,0,0) there are 2 tokens
in the place py. In the marking (0,1,1,0,2,0) there are 2 tokens in the place ps. Thus, allowing concurrency
in the second arqument of iteration in the expression E can lead to non-safeness of the corresponding marked
dts-box N, though, it is 2-bounded in the worst case, see [4]. The origin of the problem is that N has as a self-
loop with two subnets which can function independently. This explains why do we consider regqular expressions
only.

5 Stochastic equivalences

Consider the expressions E = ({a},1) and E' = ({a}, $)1[]({a}, )2, for which E #,, E’, since TS(E) has

only one transition from the initial to the final state (with probability 1) while T'S(E’) has two such ones

(with probabilities i) On the other hand, all the mentioned transitions are labeled by activities with the same
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Figure 6: The marked dts-box N = Bozgs(E) for E = [(({a}, 1) = ({6}, HII({c},2)) = ({d}, )] and its
reachability graph

multiaction part {a}. Moreover, the overall probabilities of the mentioned transitions of 7'S(E) and T'S(E’)
coincide: § = 1 + &. Further, T'S(E) (as well as TS(E’)) has one empty loop transition from the initial state
to itself with probability % and one empty loop transition from the final state to itself with probability 1. The
empty loop transitions are labeled by the empty multiset of activities. Unlike =;5, most of the probabilistic
and stochastic equivalences proposed in the literature do not differentiate between the processes such as those
specified by E and E’.

Since the semantic equivalence =, is too discriminating in many cases, we need weaker equivalence notions.
These equivalences should possess the following necessary properties. First, any two equivalent processes must
have the same sequences of multisets of multiactions, which are the multiaction parts of the activities executed
in steps starting from the initial states of the processes. Second, for every such sequence, its execution prob-
abilities within both processes must coincide. Third, the desired equivalence should preserve the branching
structure of computations, i.e., the points of choice of an external observer between several extensions of a par-
ticular computation should be taken into account. In this section, we define two such notions: step stochastic
bisimulation equivalence and stochastic isomorphism.

5.1 Step stochastic bisimulation equivalence

Bisimulation equivalences respect the particular points of choice in the behavior of a system. To define stochastic
bisimulation equivalences, we have to consider a bisimulation as an equivalence relation that partitions the states
of the union of the transition systems 7'S*(G) and T'S*(G’) of two dynamic expressions G and G’ to be compared.
For G and G’ to be bisimulation equivalent, the initial states of their transition systems, [G]~ and [G']~, are
to be related by a bisimulation having the following transfer property: two states are related if in each of them
the same multisets of multiactions can occur, and the resulting states belong to the same equivalence class. In
addition, the sums of probabilities for all such occurrences should be the same for both states. Thus, we follow
the approaches of [5,17,21].

In the definition below, we consider £(I') € leg for I € JN}%, i.e., the (possibly empty) multisets of
multiactions. The multiactions can be empty, then £(I') contains the elements (), and it is not empty itself.

Let G be a dynamic expression and H C DR(G). Then, for any s € DR(G) and A € ]Nfﬁ7 we write s éﬁ) H,
where P = PMu(s,H) is the overall probability to move from s into the set of states H wvia steps with the
multiaction part A defined as

PMa(s,H) = > PT(T, s).
{T|35en 53, £L(M)=A}
We write s 2> H if IP s ip ‘H. Further, we write s —»p H if 34 s 4 H, where P = PM (s, H) is the overall

probability to move from s into the set of states H via any steps defined as
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PM(s,H)= Y PT(I,s).
{r|35en s53)

To introduce a stochastic bisimulation between dynamic expressions G and G’, we should consider the
“composite” set of states DR(G) U DR(G"), since we have to identify the probabilities to come from any two
equivalent states into the same “composite” equivalence class (w.r.t. the stochastic bisimulation). Note that,
for G # G, transitions starting from the states of DR(G) (or DR(G')) always lead to those from the same
set, since DR(G) N DR(G’) = ), and this allows us to “mix” the sets of states in the definition of stochastic
bisimulation.

Definition 5.1 Let G and G’ be dynamic expressions. An equivalence relation R C (DR(G) U DR(G"))? is a
step stochastic bisimulation between G and G', denoted by R : G&, G, if:

1. ([Gl~, [G']~) € R.
2. (s1,52) € R = VH € (DR(G)UDR(G"))/r VA € INF

Slip'H = SQiPH.
Dynamic expressions G and G’ are step stochastic bisimulation equivalent, denoted by G&, G, if IR : G, G’ .

Let Res(G,G') = U{R | R : G&,,G’'} be the union of all step stochastic bisimulations between G and G'.
The following proposition proves that R (G, G’) is also an equivalence and R(G,G’) : G, G

Proposition 5.1 Let G and G’ be dynamic expressions and G« ,,G'. Then Rss(G,G') is the largest step
stochastic bisimulation between G and G’.

Proof. See Appendix A.1. O

5.2 Stochastic isomorphism

Stochastic isomorphism is weaker than =;s. The main idea is to collect the probabilities of all transitions
between the same pair of states such that the transition labels have the same multiaction parts.

Let G be a dynamic expression and s, § € DR(G) such that s Ap {5}. Then we write s A s

Definition 5.2 Let G and G’ be dynamic expressions. A mapping f : DR(G) — DR(G') is a stochastic
isomorphism between G and G', denoted by 8 : G =g10 G, if

1. B is a bijection such that B([Glx) = [G']~;
2. ¥s,5€ DR(G)VAe INF s Bp 5 & B(s) Bp B(3).

Dynamic expressions G and G’ are stochastically isomorphic, denoted by G =g, G', if A0 : G =450 G'.

5.3 Interrelations of the stochastic equivalences

Now we compare the discrimination power of the stochastic equivalences.

Theorem 5.1 For dynamic expressions G and G’ the following strict implications hold:

GrG = G=G = G=4,G = G, G.

Proof. (<) Let us check the validity of the implications.

e The implication =g,— >, is proved as follows. Let § : G =5, G'. Then it is easy to see that
R :Ge, G, where R = {(s,0(s)) | s € DR(G)}.

e The implication =;s—=4, is valid, since stochastic isomorphism is that of transition systems up to merging
of transitions with labels having identical multiaction parts.

e The implication ~—=;, is valid, since the transition system of a dynamic formula is defined based on its
structural equivalence class.
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Figure 7: Dts-boxes of the dynamic expressions from equivalence examples of Theorem 5.1

(=) The absence of additional nontrivial implications (not resulting from the combination of the existing
ones) is proved by the following examples.

(a) Let B = ({a},5); ({0}, 3) and B’ = ({a}, 3); ({0}, 5)[({a}, 3): ({b}, 5)- Then Eo> E, but E #uo E,
since T'S(E’) has more states than T'S(E).

(b) Let E = ({a}, 3) and E' = ({a}, $)1[]({a}, 3)2. Then E =4, E’, but E #,, E', since T'S(E) has only one
transition from the initial to the final state while T'S(E’) has two such ones.

(c) Let E = ({a}, 3); ({a}, 3) and E' = (({a}, 3); ({a},3)) sy a. Then E =, E, but E # F’, since E and E’
cannot be reached from each other by applying inaction rules.

O

Example 5.1 In Figure 7, the marked dts-boxes corresponding to the dynamic expressions from equivalence

examples of Theorem 5.1 are presented, i.e., N = Boxgs(E) and N' = Bowxgs(E' for each picture (a)—(c).
ples of p ) i€, P

6 Reduction modulo equivalences

The equivalences which we proposed can be used to reduce transition systems and DTMCs of expressions
(reachability graphs and DTMCs of dts-boxes). Reductions of graph-based models, like transition systems,
reachability graphs and DTMCs, result in those with less states (the graph nodes). The goal of the reduction
is to decrease the number of states in the semantic representation of the modeled system while preserving its
important qualitative and quantitative properties. Thus, the reduction allows one to simplify the behaviour
and performance analysis of systems.
An autobisimulation is a bisimulation between an expression and itself. For a dynamic expression G and
a step stochastic autobisimulation on it R : G&, G, let K € DR(G)/r and s1,s2 € K. We have VK €
R(G)/r VA € leﬁ $1 £>7; K < S2 i”p K. The previous statement is valid for all s1,ss € K, hence, we can
rewrite it as K p K, where P = PM4(K,K) = PMa(s1,K) = PMa(s2, K).
We write K AKif3IP K ﬁ)p K and K — K if JA K A K. The similar arguments allow us to write
K —p K, where P = PM(K,K) = PM(s1,K) = PM(s2,K).
The average sojourn time in the equivalence class (w.r.t. R) of states K is
SR (K) = L
M T 1-PM(K,K)

The average sojourn time vector for the equivalence classes (w.r.t. R) of states of G, denoted by SJg, has the
elements SJ(K), K € DR(G)/®.

The sojourn time variance in the equivalence class (w.r.t. R) of states K is

1

VARR(K) = (1—PM(K,K))2"

17



The sojourn time variance vector for the equivalence classes (w.r.t. R) of states of G, denoted by VARg, has
the elements VAR (K), K € DR(G)/x.

Let Rss(G) = U{R | R : G, G} be the union of all step stochastic autobisimulations on G. By Proposition
5.1, Rss(G) is the largest step stochastic autobisimulation on G. Based on the equivalence classes w.r.t. Rs(G),
the quotient (by <»,,) transition systems and the quotient (by ¢ .) underlying DTMCs of expressions can be
defined. The mentioned equivalence classes become the quotient states. Every quotient transition between two
such composite states represents all steps (having the same multiaction part in case of the transition system

quotient) from the first state to the second one.

Definition 6.1 Let G be a dynamic expression. The quotient (by + ) (labeled probabilistic) transition system
of G is a quadruple TSy, (G) = (Se, , Lo Tes ;8. ), where

Se.. = DR(G)/r..c);
Ly, CINF x (0;1];

o T = {(K,(A, PMA(K,K)),K) | K € DR(G)/..cc)» K5 K};

Ss

{
* 5o ={[G]~}.
The transition (K, (4,P),K) € Tes,, will be written as K Ar K.

Definition 6.2 Let G be a dynamic expression. The quotient (by «»..) underlying DTMC of G, denoted by
DTMCy (G), has the state space DR(G)/ . (a) and the transitions I —p K, where P = PM (K, K).

The quotient (by <) average sojourn time vector of G is SJo = SJr, (@) The quotient (by <)
sojourn time variance vector of G is VAR, =V ARgr_ ()

The quotients of both transition systems and underlying DTMCs are the minimal reductions of the mentioned
objects modulo +_,. The quotients can be used to simplify analysis of system properties which are preserved by
>, since less states should be examined for it. Such reduction method resembles that from [1] based on place
bisimulation equivalence for PNs. The algorithms which can be adapted for our framework exist for constructing
the quotients of transition systems by bisimulation [34] and those of (discrete or continuous) Markov chains by
ordinary lumping [13]. The algorithms have time complexity O(mlgn) and space complexity O(m + n), where
n is the number of states and m is the number of transitions. The comprehensive reduction examples will be

presented in Section 8.

7 Stationary behaviour

Let us examine how the proposed equivalences can be used to compare the behaviour of stochastic processes
in their steady states. We shall consider only formulas specifying stochastic processes with infinite behavior,
i.e., expressions with the iteration operator. Note that the iteration operator does not guarantee infiniteness
of behaviour, since there can exist a deadlock within the body (the second argument) of iteration when the
corresponding subprocess does not reach its final state by some reasons.

Like in the framework of DTMCs, in DTSPNs the most common systems for performance analysis are
ergodic (recurrent non-null, aperiodic and irreducible) ones. For ergodic DTSPNs, the steady-state marking
probabilities exist and can be determined. In [24], the following sufficient (but not necessary) conditions for
ergodicity of DTSPNs are stated: liveness (for each transition and any reachable marking there exist a sequence
of markings from it leading to the marking enabling that transition), boundedness (the number of tokens in every
place is not greater than some fixed number for any reachable marking) and nondeterminism (the transition
probabilities are strictly less than 1). For the dts-box of a dynamic expression with no deadlocks in at least one
of the bodies of the iteration operators it contains these three conditions are satisfied: the subnet corresponding
to the deadlock-free iteration body is live, safe (1-bounded) and nondeterministic (since all markings of the
live subnet are non-terminal, the probabilities of transitions from them are strictly less than 1). Hence, its
DTMC restricted to the states between the initial and final states of the deadlock-free iteration body is ergodic.
The isomorphism between DTMCs of expressions and those of the corresponding dts-boxes which is stated by
Proposition 4.1 guarantees that the underlying DTMC of an expression with infinite behaviour is ergodic if
restricted to the states in which a deadlock-free iteration body is executed.

In this section, we consider the expressions such that their underlined DTMCs contain one ergodic subset
of states to guarantee that the single steady state exists.
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7.1 Theoretical background

Let G be a dynamic expression. The elements P;; (1 < ¢,7 < n = |DR(G)|) of the (one-step) transition
probability matrix (TPM) P for DTMC(G) are defined as

p. = | PM(siisj), si—sj;
Y00, otherwise.

The transient (k-step, k € IN) probability mass function (PMF) ¢[k] = (¢1[k], ..., ¥n[k]) for DTMC(G) is
a solution of the equation system

17 Si = [G]%7
0, otherwise.

where ¥[0] = (¢1[0], ..., ¥,[0]) is the initial PMF defined as v;[0] = {

Note also that 9[k + 1] = Y [k|P (k € IN).
The steady-state PMF ¢ = (¢1,...,1y,) for DTMC(G) is a solution of the equation system

Y(P-E)=0
{ wlT =1 s
where E is a unitary matrix of dimension n and 0 is a vector with n values 0, 1 is that with n values 1.
If DTMC(G) has a single steady state then ¢ = limy_, o ¥[k].
For s =s; € DR(G) (1 <i<n) let ¥[k](s) = ¢;[k] (k € IN) and ¥(s) = ;.
Let G be a dynamic expression and s,5 € DR(G), S,§ C DR(G). The following performance indices
(measures) can be calculated based on the steady-state PMF for DT MC(G).

e The average recurrence (return) time in the state s (i.e., the number of discrete time units or steps required
for this) is ﬁ

e The fraction of residence time in the state s is (s).

e The fraction of residence time in the set of states S C DR(G) or the probability of the event determined
by a condition that is true for all states from S'is ) ().

e The relative fraction of residence time in the set of states S w.r.t. that in S is %
ses

e The steady-state probability to perform a step with an activity (c, p) is
> sepr) Y(8) 2 irja.pery PT(L, 5).

e The probability of the event determined by a reward function v is 3 . ppc) V()7 (s).

7.2 Steady state and equivalences

The following proposition demonstrates that, for two dynamic expressions related by .., the steady-state
probabilities to come in an equivalence class coincide. One can also interpret the result stating that the mean
recurrence time for an equivalence class is the same for both expressions.

Proposition 7.1 Let G,G’ be dynamic expressions with R : G&,,G'. Then VH € (DR(G)U DR(G"))/®r

Yo W= Y W)

SEHNDR(G) s'€HNDR(G")

Proof. See Appendix A.2. O

By Proposition 7.1, <., preserves the quantitative properties of the stationary behaviour. Now we intend
to demonstrate that the qualitative properties of the stationary behaviour based on the multiaction labels are
preserved as well.

Definition 7.1 A derived step trace of a dynamic expression G is a chain ¥ = A;--- A, € (ﬂVfL)*, where

ds € DR(G) s BaB.. Dy, L(T;) = A; (1 <i<n). Then the probability to execute the derived step

trace X in s is

n

PT(%,s) = > [[PT(Ti,si-1).
(D1, Tols=so 3, 2. D85, £(T))=A; (1<i<n)} "
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The following theorem demonstrates that, for two dynamic expressions related by ..,
probabilities to come in an equivalence class and start a derived step trace from it coincide.

the steady-state

Theorem 7.1 Let G, G’ be dynamic expressions with R : G, G’ and X be a derived step trace of G and G'.
Then VH € (DR(G)U DR(G"))/r

Y wEPT(E,s)= > Y(S)PT(S,s).

s€HNDR(G) s'€HNDR(G")

Proof. See Appendix A.3. O

Example 7.1 The expression Stop = ({c}, %) rs ¢ specifies the non-terminating process that performs only
empty loops with probability 1. Let E = [({a}, 3) * ({0}, 3); (({c}, $)1[1({¢c}, §)2)) * Stop] and
E' =[({a}, 3) * ({6}, $)1; (e} 0D}, 5)2; ({c}s 3)2)) * Stop]. We have E =y, E', hence, B¢y B

DR(E) consists of the equivalence classes

DR(E') consists of the equivalence classes

st =[[({a}, 3) = (({b} 3)1: (e} )V} 3)23 ({e}s 5)2)) * Stopllx,

sy = [[({a}, 3) = ({8}, 3)1s ({e}, 2)1) ({8}, 3)23 ({e}, 3)2)) * Stop]lx,

sy = [[({a}, 5) * ((({b}, 5)1: ({e}, 3)0) (B}, 5)25 ({c}, 3)2)) * Stop]]~,

sy = [[({a}, 5) * ((({b}, 5)1: ({e}, 3)0) (B}, 5)2: ({c}, 3)2)) * Stop]]~.
The steady-state PMFs v for DTMC(E) and ¢’ for DTMC(E") are

(4
(L 11y, (o111
/l/}_<0’2’2>7 _<O’2’4’4>'

Consider the equivalence class (w.r.t. Rss(E,E’)) H = {s3,s5,5,}. One can see that the steady-state
probabilities for H coincide: 3y prE) V(s) = ¥(s3) = T=14l=y(sh) +(sh) = P sennpr@) V' (s)-
Let ¥ = {{c}}. The steady-state probabilities to come in the equivalence class H and start the derived step trace
Y from it coincide as well: ¥(s3)(PT({({c}, )1}, s3) + PT({({c}, %)2}, s3)) = % (i + %) = % = % . % + % . % =
V' (s5) PT({({c}, 3)1}: %) + ' (si) PT({({c}, 5)2}. 54)-

In Figure 8, the marked dts-boxes corresponding to the dynamic expressions above are presented, i.e.,

N = Boxgs(E) and N' = Bozas(E').

7.3 Preservation of performance and simplification of its analysis

Many performance indices are based on the steady-state probabilities to come in a set of similar states or,
after coming in it, to start a step trace from this set. The similarity of states is usually captured by an
equivalence relation, hence, the sets are often the equivalence classes. Proposition 7.1 and Theorem 7.1 guarantee
a coincidence of the mentioned indices for the expressions related by «»,,. Thus, <, (hence, all the stronger
equivalences we have considered) preserves performance of stochastic systems modeled by expressions of dtsPBC.

In addition, it is easier to evaluate performance using a DTMC with less states, since in this case the
dimension of the transition probability matrix is smaller, and we solve systems of less equations to calculate
steady-state probabilities. The reasoning above validates the following method of performance analysis simpli-
fication.

1. The investigated system is specified by a static expression of dtsPBC.
2. The transition system of the expression is constructed.

3. After treating the transition system for self-similarity, a step stochastic autobisimulation equivalence for
the expression is determined.
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Figure 8: &, implies a coincidence of the steady-state probabilities to come in an equivalence class and start
a derived trace from it

4. The quotient underlying DTMC is constructed.
5. Stationary probabilities and performance indices are calculated via the DTMC.

The limitation of the method above is its applicability only to the expressions such that their corresponding
DTMCs contain one irreducible subset of states, i.e., the existence of exactly one stationary state is required.
If a DTMC contains several irreducible subsets of states then several steady states can exist which depend on
the initial PMF. There is an analytical method to determine the stable states for DTMCs of this kind as well.
Note that, for every expression, the underlying DTMC has by definition only one initial PMF (that at the time
moment 0), hence, the stationary state will be only one in this case too. In addition, it is worth to apply the
method only to the systems with similar subprocesses.

8 Dining philosophers system

8.1 The standard system

Consider a model of five dining philosophers, for which the Petri net interpretation was proposed in [32]. We
investigate this dining philosophers system in the discrete time stochastic setting of dtsPBC. The philosophers
occupy a round table, and there is one fork between every neighboring persons, hence, there are five forks on
the table. A philosopher needs two forks to eat, namely, his left and right ones. Hence, all five philosophers
cannot eat together, since otherwise there will not be enough forks available, but only one of two of them who
are not neighbors. The model performs as follows. After the activation of the system (the philosophers come in
the dining room), five forks are placed on the table. If the left and right forks are available for a philosopher,
he takes them simultaneously and begins eating. At the end of eating, the philosopher places both his forks
simultaneously back on the table. The strategy to pick up and release two forks simultaneously prevents the
situation when a philosopher takes one fork but is not able to pick up the second one since their neighbor has
already done so. In particular, we avoid a deadlock when all the philosophers take their left (right) forks and
wait until their right (left) forks will be available. Figure 9 presents the diagram of the system.

One can explore what happens if there will be another number of philosophers at the table. The most
interesting is to find the maximal sets of philosophers which can dine together, since all other combinations
of the dining persons will be the subsets of these maximal sets. For the system with 1 philosopher the only
maximal set is {1}. For the system with 2 philosophers the maximal sets are {1}, {2}. For the system with
3 philosophers the maximal sets are {1}, {2}, {3}. For the system with 4 philosophers the maximal sets are
{1,3}, {2,4}. For the system with 5 philosophers the maximal sets are {1,3}, {1,4}, {2,4}, {2,5}, {3,5}. For
the system with 6 philosophers the maximal sets are {1,4}, {2,5}, {3,6}, {1,3,5}, {2,4,6}. For the system
with 7 philosophers the maximal sets are {1,3,5}, {1,3,6}, {1,4,6}, {2,4,6}, {2,4,7}, {2,5,7}, {3,5,7}.
Thus, the system demonstrates a nontrivial behaviour when there are at least 5 philosophers.

Since the neighbors cannot dine together, the maximal number of the dining persons for the system with

n philosophers will be [%], i.e., the maximal natural number that is not greater than 4. Note that if the

2
philosopher ¢ belongs to some maximal set then the philosopher i(mod n) + 1 will belong to the next one. Let
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Figure 9: The diagram of the dining philosophers system

us calculate how many such different maximal sets are there. If n is an even number then there will be only 2
maximal sets of § dining persons, namely, the philosophers numbered with all odd natural numbers which are
not greater than n and those numbered with all even natural numbers which are not greater than n. If n is an
odd number then there will be n maximal sets of "T_l dining persons, since, starting from some maximal set
one can “shift” clockwise n — 1 times by one element modulo n until the next maximal set will coincide with
the initial one.

We proceed with the 5 dining philosophers system. Let us explain the meaning of actions from the syntax of
dtsPBC expressions which will specify the system modules. The action a corresponds to the system activation.
The actions b; and e; correspond to the beginning and the end, respectively, of eating of philosopher i (1 <14 < 5).
The other actions are used for communication purposes only via synchronization, and we abstract from them
later using restriction. Note that the expression of each philosopher includes two alternative subexpressions
such that the second one specifies a resource (fork) sharing with the right neighbor.

The static expression of the philosopher ¢ (1 <i <4) is

B = [({wi}, 3) = (({bi, 5}, )5 (ei Bt ) I(({wiga } 3); ({zi41}, 3))) * Stop).

The static expression of the philosopher 5 is
Es = [({a xlv@v@v@}v 2) ((({5573/5}7 2) ({65725}7 2))[](({3/1}7 2) ({Zl}7 2))) * StOP]'

The static expression of the dining philosophers system is
E = (E©||Es||Es||E4||E5) sy @1 sy T2 Sy @3 Sy T4 SY Y1 SY Y2 SY Y3 SY Ya SY Ys SY 21 SY 22 SY 23 SY 24 SY 25 IS L1 IS g
IS X3 IS Ty ISYL ISY2 ISY3 IS YqgISYs IS 21 IS 2Z2IS2Z3IS24IS 25,

Let us illustrate an effect of synchronization. In the result of synchronization of the activities ({b;,y;}, 1)
and ({yﬁ},%) we obtain the new activity ({b;},%) (1 < i < 5). The synchronization of ({ei,zi},%) and
({z:}, 3) produces ({e;},7) (1 <i < 5). The result of synchronization of ({a,z1, 732,73, 74}, 3) and ({z1},3)
is ({a,72,73,74}, §). The result of synchronization of ({a T2,T3, %4}, 4) and ({z2}, 1) is ({a, xg,a:4}, 1). The
result of synchronization of ({a, arg,x4}, 1) and ({z3},3) is ({a,71}, ). The result of synchronization of
({a ‘T4}a 16) and ({x4}7 2) is ({a}v 32)

DR(E) consists of the equivalence classes

= ({1} 5) * (b7}, B): (en, 2 D) D(Hyz2d 3); ({223, 3))) * Stopl|
[({552}72)* ({02, 2}, 3); ({e2, 22}, 5))(({ws}, 3): ({23}, 3))) * Stop]]|
(s}, 3) % (({ba, 3}, 3): ({ea, 33 )b, 3); (243 $))) # Stop]|
(e}, 3) * ({ba, 71}, 3): (feas 221 ED0({ws ) 3); ({25} 3))) # Stop]|
[({a, 71,72, 72,73}, 5) = ({65, 55}, 3); ({es, 51, 5[ (({w1 ), 3)s ({21}, 3))) * Stop))

Sy Z1 Sy X2 Sy T3 SY X4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy 21 Sy 22 SY 23 SY 24 Sy 25
IS X1 IS T ISX3 STy rSYLISY2ISY3ISYyrSYs IS 2y ISZolS 23S 2Z41S Z5]z,

) |2
( )
( )
( )
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= ({1}, 3) = (({br, 51}, 5): ({ers 2} gDz}, 5); ({22}, 3))) * Stop]|
({22}, 5) = ({02, 2}, 5); ({ea, 22}, 9))(({ws}, 3): ({23}, 3))) = Stop]|
[({ws}, 5) = ((({bs, 5}, 5); ({es, 3} 9))(({ya}, 3): ({24}, 3))) = Stop]|
[({za}, 5) * ({ba, 32}, 3)s ({ea, 21}, 5))(({ys 1}, 5): ({25}, 3))) * Stopl|
({0, 71, 73,73, 71}, 1) * ({5, 553, 2); ({ess 1 DIy} 2); ({211, 1)) # Stop])
Sy T1 Sy X2 Sy T3 SY T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy 21 Sy Z2 Sy 23 Sy Z4 SY 25
IS X1 IS T2 ISX3ISXTgrSYLISY2ISY3ISYyrSYs ISz ISZolS2Z31S2Z41S Z5]z,
s = [([({z1}, 3) » ({01, 71}, ); Hen, 21 )0 ({wads 3); ({223, 3))) * Stopl|
({2}, 3) * ((({b2, B2}, 3); ({ea, 23, 1) 0(({ws}, 3); ({23}, 5))) * Stop]|
({23}, 5) * (({bs. 83}, 3)s ({es, 3}, 2))1(({ya}s 3): ({24}, 3))) * Stopl|
[({@a}, 3) # ({ba G}, 3); ({ea 2}, $DD(({ys}, 3): ({25, 3))) # Stop]|
[({a, 77, 72,2, 73}, 5) * (({bs, 55}, 5); ({es, 551, 3)) ({1}, 3)s ({21}, 3))) * Stop])
Sy 1 Sy X2 SY I3 SY T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy Z1 Sy 22 SY 23 SY 24 SY Z5
IS X1 IS T ISXT3ISTLISYLISY2ISY3ISYsrSYs IS 21 IS2Za2IrS 23S 241S Z5]z,
se=[([({z1}, 5) * ({0171} ) Hen, Ak DIy} 3); ({223, 3))) # Stopl|
({22}, 5) = ({02, 2}, 5); (e, 22} 9))(({ws}, 3): ({23}, 3))) = Stop]|
[({ws}, 5) = ((({bs, 5}, 5); ({es, &} 9))(({ya}, 3): ({24}, 3))) = Stop]|
[({za}, 3) * ({04, 52}, 3); ({eas Za}, 5))(({ys}s 5); ({25}, 3))) * Stop] |
[({a, 77,72, 72,71}, 3) * ({bs, G5}, 3): (es, B 3DN({w1}, 3) ({21}, 3))) = Stop))
Sy 1 Sy X2 SY I3 SY T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy Z1 Sy 22 SY 23 SY 24 SY Z5
IS X1 IS T2 ISX3 STy rSYLISY2ISY3ISYyrSYs IS 21 ISZoIrS 23S 2Z41S Z5]z,
s5 = [((({z1}, 5) = ({01, 71}, 5); ({exs 2} 9D I(({w2}, 5); ({22}, 3))) * Stop]|
({2}, 3) = (b2, 2}, 3); (fea, 21, $)D0((ws b 3); ({28}, 3))) # Stop]|
({3}, ) * ((({bs, 33} 3); ({es, 1, ) 0(({wa}, 3); (24}, 3))) * Stop]|
[({za}, 3) * ({bs, 2}, 5); ({eas 23}, 5))(({ys}s 5); ({25}, 3))) * Stop] |
[({a, 71,72, 72,71}, 5) * ({05, 55}, 3); ({es, B3, 5[ (({wn}, 5); ({21}, 3))) * Stop])
Sy T1 Sy X2 Sy T3 SY T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy Z1 Sy Z2 Sy 23 Sy 24 SY 25
IS X1 IS T ISX3 STy rSYLISY2ISY3ISYsrSYs IS 21 IS2ZolS 23S 2Z41S Z5]z,
= [([({z1}, 3) * (({br, 71}, 3)s (e, 21 9D (w2}, 3); ({22}, 3))) * Stopl|
({2}, 3) * (b2, 32}, 3); (fe2, 23, 1) 0(({ys}, 3); ({23}, 5))) * Stop]|
(s}, 3) + ({bs, 53} 3); ({es, B33, $)DD(({ya}, 3): ({21, 3))) # Stop]|
[({2a}, 5) = (({ba, 2}, 3): ({ea, 21}, 3))(({ys}, 5): ({25}, 5))) * Stopl|
[({a, 71,72, 72,71}, 5) * ({05, 55}, 5); ({es, B}, 5)) ({1}, 3); ({21}, 3))) * Stop])
Sy 1 Sy X2 SY I3 SY T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy Z1 Sy 22 Sy 23 SY 24 SY Z5
IS X1 ISTo ISXT3ISTLISYLISY2ISY3ISYsrSYs IS 21 IS2Za2IrS 23S 241S Z5]z,
s7= [z}, 3) = (b1 51}, ) ({en 5 50w} 3): ({22:3)) + Stopl |
({2}, 3) % (({b2, 72}, 3): ({ea, 2, )0}, 3); (28} 5))) # Stop]|
[({ws}, 5) = ((({bs, 5}, 5); ({es, 3} 9))(({wa}, 3): ({24}, 3))) = Stop]]|
[({za}, 3) * ({04, 52}, 3); ({eas Za}, 5))(({ys}, 5); ({25}, 3))) * Stop] |
[({a, 71,72, 72,71}, 5) * ({05, 55}, 3); ({es, 253, 5)) [ (({wn ), 5); ({21}, 3))) * Stop])

Sy 1 Sy X2 SY I3 SY T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy Z1 Sy 22 SY 23 SY 24 SY Z5
IS X1 IS T2 ISX3 STy rSYLISY2ISY3ISYyrSYs IS 21 IS2ZoIrS 23S 2Z41S Z5]z,
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= [([{z1}, 3) = (b1, 51} 3): (en, 21} 9Dy} 5); ({22}, 3))) * Stopl|
({2} 3) * ({02, 23, 3): ({eas 23, D)(({ys} 3); ({23}, 3)) * Stopl|
[({rs}, 3) % ({ba, 33} 3): ({ea, 233 )0(({wals 5); ({24}, 3))) # Stop]|
[({a}, 3) % ({ba, 3} 3): ({ea, 221 ED0(({ws ), 3); ({253 $))) # Stop]|

[({a, 77, %2, 2,7}, 5) * (({bs, 55}, 5); ({es, 551, 3)) ({1}, 5)s ({21}, 3))) * Stop])
Sy T1 Sy X2 Sy T3 SY T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy 21 Sy Z2 Sy 23 Sy Z4 SY 25
IS X1 IS T2 ISX3ISXTgrSYLISY2ISY3ISYyrSYs ISz ISZolS2Z31S2Z41S Z5]z,
so = [([({21}, 3) * ({01, 71}, 3)s ({er 21} 9D (({y2}, 3): ({22}, 3))) * Stopl|
[({w2}, 3) * ({02, 82}, 3); ({e2, 22}, 5))(({ys} 3); ({23}, 3))) * Stop] |
({2}, 3) * ({03, 53}, 3); ({es, 23}, 5))(({ya}, 5); ({24}, 3))) * Stop] |
[({2a}, 5) = (({ba, 2}, 3): ({ea, 22}, 3))(({ys}, 5): ({25}, 5))) * Stopl|
[({a, 71,72, 72,71}, 5) * ({05, 55}, 5); ({es, B}, 5)) ({1}, 3); ({21}, 3))) * Stop))
Sy 1 Sy X2 SY I3 SY T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy 21 Sy 22 SY 23 SY 24 SY Z5
IS X1 IS T ISXT3ISTLIISYLISY2ISY3ISYsrSYs IS 21 IS 2Z2IrS 23S 241S Z5]z,
s10 = [([({z1}, 3) = ({01, 41}, 3)s {eas A2}, 5)) ({2} 5); ({22}, 3))) * Stop] |
({2}, 3) * (({b2, 72}, 3): ({ez, 21 )0}, 3); ({28}, $))) # Stop]|
(
(

[({ws}, 5) = ((({bs, 5}, 5); ({es, &} 9))(({wa}, 3): ({24}, 3))) = Stop]]|
[({wa}, 5) * (({ba, 7}, 5); ({ea, 22} 9)) (s}, 3): ({25}, 3))) * Stop]|
[({a, 71,72, 72,73}, 5) = ({65, 55}, ) ({es, 51, 50 (({w1 ), 3)s ({1}, 3))) * Stop))

Sy 1 Sy X2 SY I3 SY T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy 21 Sy 22 SY 23 SY 24 SY Z5
IS X1 IS T ISX3 STy rSYLISY2ISY3ISYyrSYs IS 21 ISZoIlS2Z31S2Z41S Z5]z,

si = [([({z1}, 3) = (b1, 31} 5): ({eas 2} ) (({y2}s 3); ({22}, 3))) * Stop] |
[({w2}, 5) = ({02, 2}, 5); ({ea, 22}, 9))(({ws}, 3): ({23}, 3))) = Stop]|
({5}, 3) + ({bs, G}, 3); ({es, B33, $)D(({ya}, 3); ({2}, 3))) * Stop]|
[({wa}, 5) = (({ba, g2}, 5); ({ea, 22} 9))(({s ) 3): ({25}, 3))) = Stop]|

[({a, 71,73, 72,71}, 3) * ({05, 55}, 3); ({es, 1 2D ({1, 3); ({213, 3))) = Stop))
Sy Z1 Sy X2 Sy T3 SY X4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy 21 Sy 22 SY 23 SY 24 Sy 25
IS X1 IS T ISX3 STy rSYLISY2ISY3ISYyrSYs ISz ISZolS 23S 2Z41IS Z5]z,

s12 = [([({z1}, 3) * ({01, 41}, 5)s (e, A} 2)) ({2} 5): ({223, 3))) * Stop|
({2}, 3) = (b2, 72}, 3): (fez, 21 2D0(({ws} 3); ({23}, 5))) # Stop]|
[({ws}, 3) * ({03, 53}, 3); ({es, 23}, 5))(({ya}s 5); ({24}, 3))) * Stop] |
[({a}, 3) # ({ba, G}, 3); ({ea 2}, EDD(({ys}, 3): ({25, 3))) # Stop]|

[({a, 71,72, 72,71}, 5) * ({05, 55}, 5); ({es, B}, 5)) ({1}, 3)s ({21}, 3))) * Stop])
Sy 1 Sy X2 SY I3 SY T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 Sy Z1 Sy 22 Sy 23 SY 24 SY Z5
IS X1 ISTo ISXT3ISTLISYLISY2ISY3ISYsrSYs IS 21 IS2Za2IrS 23S 241S Z5]z.

DR(E) has 12 states interpreted as follows: s; is the initial state, so: the system is activated and no
philosophers dine, s3: philosopher 1 dines, s4: philosophers 1 and 4 dine, s5: philosophers 1 and 3 dine, sg:
philosopher 4 dines, s7: philosopher 3 dines, sg: philosophers 2 and 4 dine, sg: philosophers 3 and 5 dine, s1g:
philosopher 2 dines, s11: philosopher 5 dines, s12: philosophers 2 and 5 dine.

In Figure 10, the transition system T'S(E) is presented.

The average sojourn time vector of E is

97— 29 20 16 16 20 20 16 16 20 20 16
B 200117 7 T T T 1111 7

The sojourn time variance vector of E is
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Figure 10: The transition system

of the dining philosophers system
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Table 4: Transient and steady-state probabilities of the dining philosophers system

[k JO0] 20 [ 40 | 60 [ 80 | 100 | 120 | 140 | 160 | 180 | 200 | oo |
1 [k] [ 1] 0-5299 [ 0.2808 [ 0.1488 [ 0.0789 | 0.0418 ] 0.0222 ] 0.0117 | 0.0062 | 0.0033  0.0017 | 0

a[k] | 0] 0.0842 [ 0.1098 | 0.1234 | 0.1306 | 0.1345 | 0.1365 | 0.1375 | 0.1381 | 0.1384 | 0.1386 | 0.1388
3[k] | 0] 0.0437 [ 0.0681 | 0.0811 | 0.0880 | 0.0916 | 0.0935 | 0.0945 | 0.0951 | 0.0954 | 0.0955 | 0.0957
a[k] | 0] 0.0335 | 0.0537 | 0.0645 | 0.0701 | 0.0732 | 0.0748 | 0.0756 | 0.0760 | 0.0763 | 0.0764 | 0.0766

841 400 256 256 400 400 256 256 400 400 256
VAR_ <1024aM7maﬁaﬁvmaMaﬁvﬁvmaM7E) .

The TPM for DTMC(E) is
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In Table 4, the transient and the steady-state probabilities 1;[k] (1 < i < 4) of the dining philosophers system
at the time moments k € {0, 20,40, ...,200} and k = oo are presented, and in Figure 11, the alteration diagram
(evolution in time) for the transient probabilities is depicted. It is sufficient to consider the probabilities for the
states s1, ..., s4 only, since the corresponding values coincide for s3, sg, s7, S10, 511, as well as for sy, s5, ss, S9, S12.

The steady-state PMF for DTMC(E) is

b= 29 20 16 16 20 20 16 16 20 20 16
7720972097 2097 209 209’ 2097 2097 209’ 209’ 209 209 /

We can now calculate the main performance indices.

e The average recurrence time in the state so, where all the forks are available, called the average system

g L — 209 _ 76
run-through, is 7= 29 = T35

29

209

Only one philosopher eats in the states ss,sg, s7,S10,511- Then, the fraction of time when only one
philosopher dines is V3 + g + VY7 + VY10 + Y11 = % + % + % + % + % = %.

Two philosophers eat together in the states sy, s5, s, S9, s12. Then, the fraction of time when two philoso-
phers dine is Y4 + Y5 + s + Y9 + Y12 = %4—%4—%—!—%4—% = %.

The relative fraction of time when two philosophers dine w.r.t. when only one philosopher dines is
80 . 209 _ 4

209 100 ~ 5°

e Nobody eats in the state s3. Then, the fraction of time when no philosophers dine is 1o =

e The beginning of eating of first philosopher ({b;}, %) is only possible from the states ss, sg, s7. In each of
the states, the beginning of eating probability is the sum of the execution probabilities for all multisets
of activities containing ({b;}, %) Thus, the steady-state probability of the beginning of eating of first
philosopher is 2 3 ry(v,) 3yery PT X, 52) 496 vy g,y 1yery P 56) 497 2qry vy prery PTE 57) =
29 (3 1 1 20 (3 1 20 (3 1y _ 13
505 (25 + 25+ 29) + 505 (35 + 70) + 500 (20 + ) = 09

In Figure 12, the marked dts-boxes corresponding to the dynamic expressions of the dining philosophers are

presented, i.e., N; = Boxgs(F;) (1 < i <5). In Figure 13, the marked dts-box corresponding to the dynamic
expression of the dining philosophers system is depicted, i.e., N = Boxgss(F).
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Figure 11: Transient probabilities alteration diagram of the dining philosophers system
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Figure 12: The marked dts-boxes of the dining philosophers
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Figure 13: The marked dts-box of the dining philosophers system

8.2 The abstract system and its reduction

Let us consider a modification of the dining philosophers system with abstraction from personalities such that
all the philosophers are indistinguishable. For example, we can just see that one or two philosophers dine but
cannot observe who they are. We call this system the abstract dining philosophers one.

The static expression of the philosopher ¢ (1 <i <4) is
Fy = [({ai. 3) (0,533 3): (fe 23 D} 2): (i1}, 4))) » Stop).

The static expression of the philosopher 5 is
B = [({a. 70,75, 75,71}, 3) + (16 55, 1) (s 1 D)0 1 3 ({211, 1)) + Stop).

The static expression of the abstract dining philosophers system is
F= (F1||F2HF3HF4HF5) SY X1 SY T2 SY X3 SY T4 SY Y1 SY Y2 Sy Y3 SY Y4 SY Y5 SY 21 SY 22 Sy 23 SY 24 SY 25 IS X1 IS X2
IS X3 IS Ty ISYL ISY2 IS Y3 IS YsrSYs S Z1 IS Zo2ISZ3IS24IS 25,

DR(F) resembles DR(E), and T'S(F) is similar to T'S(E). We have DTMC(F) = DTMC(E). Thus, the
TPM and the steady-state PMF for DTMC(F) and DTMC(E) coincide.

The first performance index and the second group of them coincide for the standard and the abstract systems.
The following performance index based on non-personalized viewpoint to the philosophers.

e The beginning of eating of a philosopher ({b}, %) is only possible from the states ss, s3, g, S7, $10, S11- In
each of the states, the beginning of eating probability is the sum of the execution probabilities for all
multisets of activities containing ({b}, %) Thus, the steady-state probability of the beginning of eating of a
philosopher is 1)y Z{F|({b},§)er} PT(T, s9) + 13 Z{FI({b},i)eF} PT(T, s3) + 16 E{F\({b},i)er} PT(T,s6) +
Y 2y pery PTE87) + 010 2 qry gy yery PTE 510) + U112y qay. yery P 511) =

@(2—o+%+%+2—o)+z—og(2—o+%+%+2—o)+m(z—o+z—o+%+%)+m(2—o+2—o+%+%):

209

The marked dts-boxes corresponding to the dynamic expressions of the standard and the abstract dining
philosophers are similar, as well as the marked dts-boxes corresponding to the dynamic expression of the
standard and the abstract dining philosophers systems.

We have DR(F)/RSS(?) = {K1,K2,Ks,K4}, where K1 = {s1} (the initial state), g = {s2} (the system is
activated and no philosophers dine), K3 = {ss, s, 7, $10, $11} (one philosopher dines), Ky = {s4, s5, Ss, S9, S12}
(two philosophers dine).

In Figure 14, the quotient transition system T'S, _ (F) is presented.

The quotient average sojourn time vector of F is
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Figure 14: The quotient transition system of the abstract dining philosophers system

Table 5: Transient and steady-state probabilities of the quotient abstract dining philosophers system

[ % JO] 20 | 40 | 60 | 80 | 100 | 120 | 140 | 160 | 180 | 200 | oo |
$1[K] [ 1]0.5299 | 0.2808 | 0.1488 [ 0.0789 [ 0.0418 [ 0.0222 [ 0.0117 [ 0.0062 [ 0.0033 [ 0.0017] 0

J4[k] |[0 [ 0.0842 | 0.1098 | 0.1234 | 0.1306 | 0.1345 | 0.1365 | 0.1375 | 0.1381 | 0.1384 | 0.1336 | 0.1388
@4[K] | 0] 0.2183 ] 0.3406 | 0.4054 | 0.4398 | 0.4580 | 0.4676 | 0.4727 | 0.4754 | 0.4769 | 0.4776 | 0.4785
J4[k] ][0 [ 0.1675 | 0.2687 | 0.3223 | 0.3507 | 0.3658 | 0.3738 | 0.3780 | 0.3802 | 0.3814 | 0.3821 | 0.3828

29 20 16
SJT=(32,—,—,— | .
( 20797 7>
The quotient sojourn time variance vector of F is
841 400 256
AR= {1024, —, —, — | .
VAR (O " 400’ 81’49)
The TPM for DTMCy,_(F) is
2 0% 0 0
B R
P-| o 7 A ¥
o TP
16 8 16

In Table 5, the transient and the steady-state probabilities 1} [k] (1 <14 < 4) of the quotient abstract dining
philosophers system at the time moments k € {0,20,40,...,200} and k& = oo are presented, and in Figure 15,
the alteration diagram (evolution in time) for the transient probabilities is depicted.

The steady-state PMF for DTMCy, (F) is
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Figure 15: Transient probabilities alteration diagram of the quotient abstract dining philosophers system

/(29 100 80
V= (0’ 209’ 2097209 )

We can now calculate the main performance indices.

e The average recurrence time in the state o, where all the forks are available, called the average system

g L —209 _~76
run-through, is rrl Tag-

e Nobody eats in the state . The fraction of time when no philosophers dine is 1 = 2

209

Only one philosopher eats in the state KCs5. The fraction of time when only one philosopher dines is
U5 = 19-

Two philosophers eat together in the state ICq. The fraction of time when two philosophers dineis ) = %.
g‘o};e reiative fraction of time when two philosophers dine w.r.t. when only one philosopher dines is % .
100 — 5°

e The beginning of eating of a philosopher {b} is only possible from the states Kz, 5. In each of the states,
the beginning of eating probability is the sum of the execution probabilities for all multisets of multiactions
containing {b}. Thus, the steady-state probability of the beginning of eating of a philosopher is

PMA(/CQ,IC) + T,Z)é E

29 (15 , 5
W Z{A,/E|{b}e,4, K23K} PMa(Ks, K) = 555 (ﬁ + E) +

100 (3 1) _ 60
209 (16 + 10) = 209
Observe that the performance indices are the same for the complete and the quotient abstract dining philoso-
phers systems. The coincidence of the first performance index, as well as the second group of indices obviously
illustrates the result of Proposition 7.1. The coincidence of the third performance index is due to Theorem 7.1:

one should just apply its result to the step traces {{b}}, {{b}, {b}}, {{b},{e}} of the expressions F and F’,
and then sum the left and right parts of the three resulting equalities.

{AK|{b}eA, K3BKY
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8.3 The generalized system

Let us determine which is the influence of the multiaction probabilities from specification of the dining philoso-
phers system on its performance. Let all these multiactions have the same probability p. The resulting specifi-
cation K of the generalized dining philosophers system is defined as follows.

The static expression of the philosopher ¢ (1 <i <4) is

Ki = [({zi}, p) * ({03, 9i}, p); (e, 235 )1 (({ira 35 0); ({26411, ) * Stop.

The static expression of the philosopher 5 is
Ks = [({a,77,73, 73,711 p) * ({5, 55}, p); (es, 51, )11y} p); ({21}, 0)) = Stop).

The static expression of the generalized dining philosophers system is
K = (K1HK2||K3||K4HK5) SY X1 Sy X2 Sy X3 SY T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 SY 21 SY 22 SY 23 SY 24 SY 25 IS X1 IS X2
IS X3 IS Ty ISYL ISY2 IS Y3 IS YsgrSYs S Z1 IS Z2IS2Z3IS24IS 25,

DR(K) has 12 states interpreted as follows: 3, is the initial state, §: the system is activated and no
philosophers dine, §3: philosopher 1 dines, 54: philosophers 1 and 4 dine, S5: philosophers 1 and 3 dine, Sg:
philosopher 4 dines, §7: philosopher 3 dines, §g: philosophers 2 and 4 dine, Sg: philosophers 3 and 5 dine, s1¢:
philosopher 2 dines, s11: philosopher 5 dines, §12: philosophers 2 and 5 dine.

The average sojourn time vector of K is

SJ — ( 1 143p24p* 14p? 1 1 1+4p°
5p2 7 p2(3—p%)7 p2(2—p?) p*(2—p?)’ p*(3—p?)’
1+p° 1 1 1+p° 1+p° 1
92(3—92)’ p?(2=p%) p?(2—p%)’ p>(3—p%)’ p>(3—p?)’ p*(2—p?)

The sojourn time variance vector of K is

AR — L (1+3pz+p4)2 (1+p2)2 1 1 (1+4%)?
VAR = ’ 25p pt(3=p?)27 p*(2—p?)27 p*(2—p?)2 p*(3—p?)2’
(1er2)2 1 (1+p )? (1+p2)2 1 )
pr(3=p2)27 pt(2— 92)2’ p1(2=p2)20 p1(3—p2)27 p1(3—p?)27 p1(2—p?)?

Let us denote x = 1 — p? and 6 = 1 + 3p? 4 p*. The TPM for DTMC(K) is

[1—p% p° 0 0 0 0 0 0
0 X 2x et x x Pt et ex x Pt
g 7, g g 9, 9, 0 0 0 0 0
0 PX X PX PX P P 0 0 0 0 0
1+P2 1+P2 1+§2 1+P2 1+P2 1+P2
0 pi pjx X O2 02X g) 0 0 0 0 0
0 p PoX X 0 P°X 0 0 0 0 0
_ 0 p°X p* P°x 0 X2 0 P°x 0 ot 0 0
P= 1J5p2 1+f2 1+p? 2 1+p? 2 1+p? 2 1+p? 4
0 X p 0 X 0 X 0 pX 0 p 0
1+p2 1+p2 1+p2 1+p2 1+p2 1+p2
0 ot 0 0 0 %X 0 X2 0 p>x 0 0
0 pt 0 0 0 P*x x> 0 p’x 0
0 p°x 0 0 0 p* 0 P°x X2 p* P°x
1tp2 1+P2 A 1+P2 ) 1+f2 1+§2 1tp2
0O = 0 0 0 0 f#r 0 £ dr nr 5
L O pt 0 0 0 0 0 0 0 »Px rx x> |

The steady-state PMF for DTMC(K) is

2/;:m(071+3p2+p471+p2717171+p271+p2717171+p271+p271)'

We can now calculate the main performance indices.

e The average recurrence time in the state so, where all the forks are available, called the average system
. 2 4
run-through, is i = %.

e Nobody eats in the state sy. The fraction of time when no philosophers dine is 1/32 = %.

Only one philosopher eats in the states 53, 86, 87, 510, S11- The fmctwn of tzme when only one phzlosopher

I+p> _ _5(14p%)
dines is 3 +16 + 7 +10+¢11 = 11+8p e e 11+8p T 11+8p e e 11+8p +p4 s et = T148p7 0"

Two philosophers eat together in the states S4, S5, S8, S9, S12. The fraction of time when two phzlosophers
1 1 1 1 _
dine is ¢4+¢5+¢8+¢9+¢12 11+8p2+p4 + T1+8p2+pt + T1+8p2+pt + T1+8p2+pt + T1+8p2+p% 11+8p2+p

The relative fraction of time when two philosophers dine w.r.t. when only one philosopher dines is
5 C1148p%+p* 1

11+8p2+p* 5(1+p%) T 1+p*°
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e The beginning of eating of first philosopher ({b1}, p?) is only possible from the states sz, s¢, s7. In each of
the states, the beginning of eating probability is the sum of the execution probabilities for all multisets of
activities containing ({1}, p*). Thus, the steady-state probability of the beginning of eating of first philoso-
pheris ¥ 3 ryn,y pyery P 52) + 06 2y g1y p2)ery DT 86) +97 3y (b1 p2)ery PTT 57) =

1+3p%4+p* ( p>(1—p*) ot p I C (02(1—/12) NI

114+8p2+p% \ 14+3p2+p* 14+3p2+p* 1+3p2+p* 11+8p2+p* 1+4p2 1+4p2
1+4p (92(1—92) Lo ) _ _P’(3+p%)

11+8p2 +p* 1+p2 1+p2 | = 11+8p2+pt-

8.4 The abstract generalized system and its reduction

Let us consider a modification of the generalized dining philosophers system with abstraction from personalities.
We call this system the abstract generalized dining philosophers one.

The static expression of the philosopher ¢ (1 <i <4) is
Li = [({2i}, p) = ({6, 53}, p); (e, 23}, o) (({gi1}s p); ({2iga}, p))) + Stop].

The static expression of the philosopher 5 is
Ls = [({a, @1, 72,72, 71}, p) * ({6, 95}, p); ({e, 253, p)) 1 (({w1 }, p); ({21}, p))) * Stop].

The static expression of the abstract generalized dining philosophers system is
L = (L1||La|| L3 || Lal| L) sy @1 Sy @2 Sy 3 Sy T4 SY Y1 SY Y2 SY Y3 SY Y4 SY Y5 SY 21 SY 22 SY 23 SY 24 SY 25 IS X1 IS T2
rs X3 rs 24 IS Yy rs ya rs y3_I’S Ya ¥YS Y5 rs_zl IS 29 IS Z3 IS Z4 I’S_Z5. . .

DR(L) resembles DR(K), and T'S(L) is similar to T'S(K). We have DTMC(L) = DTMC(K). Thus, the
TPM and the steady-state PMF for DTMC(L) and DTMC(K) coincide.

The first performance index and the second group of the indices coincide for the standard and the ab-

stract generalized systems. The following performance index is based on non-personalized viewpoint to the
philosophers.

e The beginning of eating of a philosopher ({b}, p?) is only possible from the states 32, 33, 36, 37, 310, 511-
In each of the states, the beginning of eating probability is the sum of the execution probabilities for all
multisets of activities containing ({b}, p?). Thus, the steady-state probability of the beginning of eating of a
philosopher is 23 L ry(gvy p2)ery PTI 52) + 3 ryny o2y ery PTE 53) 906 2qryqoy, omyery PTT 56) +
U7 2 qriqey,myery P 37) + %10 2oqry oy p2yery LT L 810) +9u Xy qoy, pyery PT(L 811) =

143 2+ 4 2(17 2) 4 2(17 2) 4 2(17 2) 4 2(17 2)

11+8/;72+pp4 ].p—i-3p2-l|.ip4 + 1+3Z2+p4 + lp—i-3p2-}i'ip4 + 1+352+p4 + 1p+3p2—7-p4 + 1—1-3;/;24-;74 + 1p+3p2—7-p4 +
2(17 2) 4 1+ 2 2(17 2) 4 2(17 2) 4

1p+3p2-7-p4 1+3Z2+p4) + 11+8pg+p4 (P l+pg + 1—7—;)2 + £ l+pg + 1—7—;)2) +

1402 p*(1-p*) o p*(1=p*) o 1+4p° p*(1=p*) o p*(1-p*) o
11+8p2+p? ( 1+p2 + 1+p2 + 1+p2 + 1+p2 + 11+8p2+p2 1+p2 + 7+ + +

4
P
1+3p2+p4+

1+p 1+p? 1+p?
1402 p2(1=p?) p* P2(1=p?) p* 1+p? p2(1=p?) o* p>(1-p?) ot )
11+8p2+p4 1+P2 + 1+P2 + 1+P2 + 1+P2 + 11+8P2+p4 1+P2 + 1+P2 + 1+P2 + 1+P2 -
15p%
1148p2+p* -

We have DR(Z)/RSS@) = {K1,K2,Ks, K4}, where Ky = {5} (the initial state), Ky = {35} (the system is

activated and no philosophers dine), Ky = {83, 36, 57, 810, 511} (one philosopher dines), Ky = {54, 85, 38, S9, 512}
(two philosophers dine). B
The quotient average sojourn time vector of L is

§:7I: i1+3p2—|—p4 1+ p? 1
P> 5pr T3p2(1=p?) p2(2-p7) )"
The quotient sojourn time variance vector of L is
VAR - (L Q302 +p0)2 (1472 1
pt0’ 25p1 T9pt(1 = p?)?7 p(2 = p?)?
The TPM for DTMC.,_ (L) is
1—p° p° 0 0
0 (1-p")* 50 (1—p?) 5p"
P/ _ 1+3p%+pt 1+3p2+pt 1+3p%+pt
P = 0 pQ(f*pf) 1—2pp2+3pp4 2p2(q*pg)
1+£2 21-‘4-p2 ) 1-',-p22 )
0 p 20°(1=p*) (1-p%)

The steady-state PMF for DTMC, (L) is
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0 1+3p%+p*  5(1+p?) 5
"1148p% + p* 7 11 4+ 8p2 + p*’ 11 + 8p2 + p*

We can now calculate the main performance indices.

e The average recurrence time in the state IEQ, where all the forks are available, called the average system

i o 1 1148p%4p
run-through, is T TR
. ~ 2 4
e Nobody eats in the state Ko. The fraction of time when no philosophers dine is 5 = 711113822124.

Only one philosopher eats in the state 163. The fraction of time when only one philosopher dines is
5(14p%)

1/’3 11+8p2+p2

Two philosophers eat together in the state E4. The fraction of time when two philosophers dine is

U)/ _ 5
4 7 11+48p2+pt-

The relative fraction of time when two philosophers dine w.r.t. when only one philosopher dines is
5 114-8p%+p* 1

TI48p7+p* ~ " B(1+p2) — 1+4p%"

e The beginning of eating of a philosopher {b} is only possible from the states IEQ, Ks. In each of the states,
the beginning of eating probability is the sum of the execution probabilities for all multisets of multiactions
contalnlng {b}. Thus, the steady state pmbabzhty of the beginning of eatmg of a philosopher is

vh Z{A,K|{b}eA, K2 AK) PMA(IC2’ K) + 44 E{A,K\{b}eA, K3 ARy PM (K3, K) =
1+3p%4+p* (5p2(1—p2> n ) 4 504" (2p2(1—p2) 4 20 ) _ _ 15p%
1148p2+p* \ 14+3p%2+p* 1+3p2+p 11+8p2+p* 1+4p2 14+p2 ] 7 1148p2+p*-

Observe again that the performance indices are the same for the complete and the quotient abstract gener-
alized dining philosophers systems. The explanation of this fact is just the same as that presented earlier for
the complete and the quotient abstract dining philosophers systems.

Let us consider what is the effect of quantitative changes of the parameter p upon performance of the
quotient abstract generalized dining philosophers system in its steady state. Remember that p € (0;1) is the
probability of every multiaction of the system. The closer is p to 0, the less is the probability to execute some
activities at every discrete time step, hence, the system will most probably stand idle. The closer is p to 1, the
greater is the probability to execute some activities at every discrete time step, hence, the system will most
probably operate.

: 7 i 143 (1+
Since ¥} = 0, only 9} = 1118’;21’;4, 0 = 11+8p2”+)p4, U = m depend on p. In Figure 16, the graphs

of 1/12, 1/13, 1/)4 as functions of p are depicted. The diagrams for ¢} and 1/)4 are symmetric w.r.t. the constant
probability 1 7- One can see that, the more is value of p, the less is difference between 1/)2 and 1/)4 and the more

is difference between 1/13 and 1/14. Notice that, however, we do not allow p =0 or p = 1.
In Figure 17, the graph of the average system run-through, calculated as 1!7_1” as a function of p is depicted.

2
One can see that the run-through tends to 11 when p approaches 0, whereas it tends to 4 when p approaches
1. To speed up the operation of the system, one should take the parameter p closer to 1.
The fractron of time when no philosophers dine, calculated as v, tends to 17 when p approaches 0, whereas

it tends to = when p approaches 1. The fraction of trme when only one phrlosopher dines, calculated as 1/)3,
tends to 73 when p approaches 0, whereas it tends to 5 When p approaches 1. The fraction of time when two

phllosophers dine, calculated as 1/14, tends to 77 when 0 approaches 0, whereas it tends to + when p approaches
1.
The first graph in Figure 18 represents the relative fraction of time when two philosophers dine w.r.t. when
%, as a function of p. One can see that the relative fraction tends to
3

1 when p approaches 0, whereas it tends to % when p approaches 1. To increase the mentioned relative fraction,
one should take the parameter p closer to 0.
The second graph in Figure 18 represents the steady-state probability of the beginning of eating of a philoso-
/ /
pher, calculated as 1/)22 + 4 %%, where X Z{A,Kl{b}eA, AR PMA(K;,K), i € {2,3}, as a function of p.

One can see that the probability tends to 0 when p approaches 0 and it tends to %, when p approaches 1. To
increase the mentioned probability, one should take the parameter p closer to 1.

only one philosopher dines, calculated as

~ ~ 2 4
Since ) — ¢} = m’ﬁ, the difference tends to 17 when p approaches 0, whereas it tends to 0 when

p approaches 1. The difference can be treated as that between the fractions of time when two and when no

the difference tends to 0 when p approaches 0, whereas it tends

~ ~ 2
philosophers dine. Since 9§ — ) = 114@%’
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Figure 18: Some performance indices as functions of the parameter p

to % when p approaches 1. The difference can be treated as the that between the fractions of time when one

and when two philosophers dine.
94202 —p?
1148p2+p*

In Figure 19, the graph of 1/;{3 + 1/;4’1 — 1/;’2 as a function of p is depicted. The value of the expression tends to 19—1
when p approaches 0, whereas it tends to % when p approaches 1. The value can be interpreted as the difference
between the fractions of time when some (one or two) and when no philosophers dine.

Thus, when p is closer to 0, more time is spent for eating and less time remains for thinking, i.e., dining is
preferred. In this case, the dining time fractions for one and two philosophers approach the same value % (the
relative time fraction tends to 1). When p is closer to 1, the situation is symmetric, i.e., thinking is preferred.
In this case, the dining time fraction of one philosopher approaches its maximum %, whereas the dining time
fraction of two philosophers approaches its minimum % (the relative time fraction tends to %)

From the performance viewpoint, it is more interesting is to consider the expression ¢4+ — 5 =

9 Discussion

Let us compare dtsPBC with the classical SPAs MTIPP, PEPA and EMPA in detail. In dtsPBC, every activity
is a pair consisting of the multiaction (not just an action, as in the classical SPAs) and its probability (not
the rate, as in the classical SPAs) to be executed under condition that no other multiaction can occur at
the current discrete time moment. dtsPBC has the sequence operation in contrast to the prefix one in the
classical SPAs. One can combine arbitrary expressions with the sequence operator, i.e., it is more flexible
than the prefix one, where the first argument should be a single activity. The choice operation in dtsPBC is
analogous to that in MTIPP and PEPA, as well as to the alternative composition in EMPA, in the sense that
the choice is probabilistic, but a discrete probability function is used in dtsPBC, unlike continuous ones in the
classical calculi. Concurrency and synchronization in dtsPBC are different operations (this feature is inherited
from PBC) in contrast to the classical SPAs, where parallel composition (combinator) has a synchronization
capability. Relabeling in dtsPBC is analogous to that in EMPA, but it is additionally extended to conjugated
actions. The restriction operation in dtsPBC differs from hiding in PEPA and functional abstraction in EMPA
where the hidden actions are labeled with a symbol of “silent” action 7. In dtsPBC, restriction by an action
means that for a given expression any process behaviour containing the action or its conjugate is not allowed.
The synchronization on an elementary action collects all the pairs consisting of this elementary action and its
conjugate which are contained in the multiactions from the synchronized activities. The operation produces new
activities such that the first element of every resulting activity is the union of the multiactions from which all the
mentioned pairs of conjugated actions are removed, and the second element is the product of the probabilities
of the activities involved in the synchronization. This differs from the way synchronization is applied in the
classical SPAs where it is accomplished over identical action names, and every resulting activity consist of the
same action name and the rate calculated via some expression (including sums, minimums and products) on the

35



0.8F

06+

0.47 ~ ! o~ ) o~ !
r — Y3+, —Y,

02r

0.2 04 0.6 0.8 1.0

Figure 19: Expression ¢4 + ¢, — ¢, as a function of the parameter p

rates of the initial activities, such as the apparent rate in PEPA. dtsPBC has no recursion operation or recursive
definitions, but it includes the iteration operation to specify infinite looping behaviour with the explicitly defined
start and termination. dtsPBC has a discrete time semantics, and time delays in the states are geometrically
distributed, unlike the classical SPAs with continuous time semantics and exponentially distributed activity
delays. As a consequence, the semantics of dtsPBC is the step one in contrast to the interleaving semantics
of the classical SPAs. The performance can be investigated based on the discrete time Markov chain (DTMC)
extracted from the labeled probabilistic transition system associated with each expression of dtsPBC. In the
classical SPAs, continuous time Markov chains (CTMCs) are used for performance evaluation. dtsPBC has a
denotational semantics in terms of LDTSPNs from which the corresponding DTMCs can be derived as well.
Only a few non-interleaving SPAs were proposed among non-Markovian ones [18]. The semantics of all
Markovian calculi is interleaving and their action delays have exponential distribution, which is the only contin-
uous time probability distribution with memoryless (Markovian) property. In [8], generalized stochastic process
algebra (GSPA) was introduced. It has a true-concurrent denotational semantics in terms of generalized stochas-
tic event structures (GSESs) with non-Markovian stochastic delays of events. In that paper, no operational
semantics or performance evaluation methods for GSPA were presented. Later, in [19], generalized semi-Markov
processes (GSMPs) were extracted from GSESs to analyze performance. In [33], stochastic 7-calculus (S7) with
general continuous distributions of activity delays was defined. It has a proved operational semantics with tran-
sitions labeled by encodings of their deduction trees. No well-established underlying performance model for Sm
was described. In [2], generalized semi-Markovian process algebra (GSMPA) was developed with ST-operational
semantics and non-Markovian action delays. The performance analysis in GSMPA is accomplished via GSMPs.
Again, the first fundamental difference between dtsPBC and the calculi GSPA, Sm and GSMPA is that
dtsPBC is based on PBC, whereas GSPA is an extension of process algebra (PA) from [8], St extends m-calculus
[25] and GSMPA is an enrichment of EMPA. The second significant difference is that geometrically distributed
delays are associated with process states in dtsPBC, unlike generally distributed delays assigned to events in
GSPA or to activities in St and GSMPA. As a consequence, dtsPBC has a discrete time operational semantics
allowing for concurrent execution of activities in steps. GSPA has no operational semantics while St and GSMPA
have continuous time ones. In continuous time semantics, concurrency is simulated by interleaving, since
simultaneous occurrence of any two events has zero probability according to the properties of continuous time
probability distributions. Therefore, interleaving transitions are often annotated with an additional information
to keep concurrency data. The transition labels in the operational semantics of St encode the action causality
information and allow one to derive the enabling relations and the firing distributions of concurrent transitions
from the transition sequences. At the same time, abstracting from stochastic delays leads to the classical early
interleaving semantics of m-calculus. ST-operational semantics of GSMPA is based on decorated transition
systems governed by transition rules with rather complex preconditions. There are two types of transitions:
the choice (action beginning) and the termination (action ending) ones. The choice transitions are labeled by
weights of single actions chosen for execution while the termination transitions have no labels. Step transition
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systems could be retrieved from the decorated (interleaving) ones. dtsPBC has an SPNs-based denotational
semantics. In comparison with event structures, PNs are more expressive and visually tractable formalism
capable of finitely specifying an infinite behaviour. Recursion in GSPA produces infinite GSESs while dtsPBC
has iteration operation with a finite SPN semantics. An identification of infinite GSESs that can be finitely
represented in GSPA was left for a future research.

In [29,30], an SPA called theory of communicating processes with discrete stochastic time (TCP*) was
introduced. Its actions have a (deterministic) discrete real time delays (including zero time delays) or stochastic
time delays. The algebra generalizes real-time processes to discrete stochastic time ones by applying real-time
properties to stochastic time and imposing race condition to real time semantics. TC'P%* has an interleaving
operational semantics in terms of stochastic transition systems. The performance is analyzed via discrete time
probabilistic reward graphs which are essentially the reward transition systems with probabilistic states having
finite number of outgoing probabilistic transitions and timed states having a single outgoing timed transition.
The mentioned graphs can be transformed by unfolding or geometrization into discrete time Markov reward
chains appropriate for transient or long-run (stationary) analysis.

The first difference between dtsPBC and T'C' P%* is that dtsPBC is based on PBC, but TC' P%* is an exten-
sion of algebra of communicating processes (ACP) [7]. The second difference is that geometrically distributed
delays are associated with process states in dtsPBC, unlike deterministic or generally distributed stochastic
delays of actions in TCP%s. In spite of the discrete time approach, operational semantics of TCP* is still
interleaving, unlike that of dtsPBC. In addition, no denotational semantics was defined for TC P%*.

Thus, the multiaction labels, the set of flexible and powerful operations, as well as a step operational and
a Petri net denotational semantics allowing for concurrent execution of activities (or transitions) are the main
advantages of dtsPBC. The salient point of dtsPBC is a combination of discrete stochastic time and step
semantics in an SPA.

10 Conclusion

In this paper, within the context of dtsPBC with iteration, we have defined the stochastic algebraic equivalences
having natural net analogues on LDTSPNs. The diagram of interrelations for the algebraic equivalences has
been constructed. We have explained how one can reduce transition systems and DTMCs, as well as expressions
and dts-boxes modulo the stochastic equivalences. We have investigated which of the equivalences we proposed
guarantee identity of the stationary behaviour. We have proved that the weakest among the relations we have
considered, step stochastic bisimulation equivalence, has this property. A case study of the dining philosophers
system has been presented as an example of modeling, performance evaluation and performance preserving
reduction in the framework of the calculus. The advantage of our framework is twofold. First, one can specify
in it concurrent composition and synchronization of (multi)actions, whereas this is not possible in classical
Markov chains. Second, algebraic formulas represent processes in a more compact way than PNs and allow one
to apply syntactic transformations and comparisons.

In the future, we plan to provide the stochastic equivalences with a logical characterization via probabilistic
modal logics. Abstracting from the silent activities in the definitions of the equivalences, i.e., from the activities
with empty multiaction part, is the next research direction. The main point here is that we should collect
probabilities during such abstractions from an internal activity. Moreover, we plan to extend dtsPBC with
recursion to enhance the specification power of the calculus.
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A Proofs

A.1 Proof of Proposition 5.1

Like it has been done for strong equivalence in Proposition 8.2.1 from [15], we shall prove the following fact
about step stochastic bisimulation. Let us have Vj € J R, : G&,,G’ for some index set J. Then the transitive
closure of the union of all relations R = (UjesR;)* is also an equivalence and R : G&, G’

Since Vj € J R; is an equivalence, by definition of R, we get that R is also an equivalence.

Let j € J, then, by definition of R, (s1,s2) € R; implies (s1,s2) € R. Hence, VH;r € (DR(G) U
DR(G/))/R]. dH € (DR(G) U DR(GI))/R H;r € H. Moreover, 37 H = Ukeg' Hk-

We denote R(n) = (UjesR;)™. Let (s1,s2) € R, then, by definition of R, In > 0 (s1,s2) € R(n). We shall
prove that R : G& G’ by induction on n.
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It is clear that Vj € J R; : G&,,G’ implies Vj € J ([Glx, [G']x) € R; and we have ([G]x, [G']~) € R by
definition of R.

It remains to prove that (s1,s2) € R implies VH € (DR(G) U DR(G"))/r VA € ]Nf PMa(s1,H) =
PMA(SQ,H).

en=1

In this case, (s1,$2) € R implies 3j € J (s1,s2) € R;. Since R; : G&,,G’, we get VH € (DR(G) U
DR(G"))/r VA € INf

PMA(Sl,H) == Z PMA(Sl,ij) == Z PMA(SQ,Hj]g) = PMA(SQ,H).
keJ’ keJ’
en—n+1

Suppose that Ym < n (s1,s2) € R(m) implies VH € (DR(G) U DR(G"))/r VA € leﬁ PMy(s1,H) =
PMA(SQ,H).

Then (s1,s2) € R(n+ 1) implies 3j € J (s1,52) € Rj o R(n), i.e., Is3 € (DR(G) U DR(G")) such that
(s1,83) € R; and (s3,s2) € R(n).

Then, like for the case n = 1, we get PMa(s1,H) = PMa(ss,H). By the induction hypothesis,
PMa(ss, H) = PMa(so,H). Thus, VA € (DR(G) UDR(G'))/» VA € INF

PMA(Sl,H) = PMA(Sg,H) = PMA(SQ,H).

By definition, Rss(G, G’), is at least as large as the largest step stochastic bisimulation between G and G'. Tt
follows from mentioned above that Rss (G, G') : GG’ O

A.2 Proof of Proposition 7.1

It is sufficient to prove the statement of the proposition for transient PMFs only, since ¢ = limy_, oo ¢[k] and
' = limg 00 ¢'[k]. We proceed by induction on k.
e k=0
Note that the only nonzero values of the initial PMFs of DTMC(G) and DTMC(G') are ¢[0]([G]~)
and ¥[0]([G']~). The only equivalence class containing [G]~ or [G']x is Ho = {[G]~,[G']~}. Thus,
> senonnr(c) YI0l(s) = ¥[0)([Glx) = 1 = ¢¥'[0)([G']~) = Xovenonpria) ¢'101(s).
As for other equivalence classes, VH € ((DR(G) U DR(G"))/=) \ Ho we have 3 3/ pr(q) ¥[0(s) =0 =
Y sennprc) ¥'01(s"):
o k—>k+1
Let # € (DR(G) U DR(G'))/® and s1,s2 € H. We have YH € (DR(G) U DR(G"))/r VA € Nfﬁ 51 Bp

H < sy 3p H. Therefore, PM(s1,H) = Z{FleeH L PT(T,s1) =
PT(F,Sl) ZA€N5 PMA(Sl, ) ZAGW[, PMA(SQ,H)

ZAeﬂva Z{FBs“geﬂ w2 D50, £T)=A) PT(T,s9) = Z{Flaégeﬁ w5} PT(IN‘, S2) = PM(ig,H). Since lzve
have the previous equality for all s1,s2 € H, we can denote PM(H,H) = PM(s1,H) = PM(s2, H).
Note that transitions from the states of DR(G) always lead to those from the same set, hence, Vs €
DR(G) PM(s,H) = PM(s, N DR(G)). The same is true for DR(G").
By induction hypothesiNS, > sennpr(c) VIEI(S) = Xy ennpricn 1//[k](s’). Further,
deﬁmDR(G) Ylk+1](5) = deﬁmDR(G) EseDR(G) Y[k](s)PM (s, 5) =
> seDR(G) Z;eﬁmDR(c) GIE[(s)PM(s,8) = 3 s pr(c) YIF](5) Zs*eﬁmDR(c) PM(s, ) =
ZH EseHﬁDR (©) Y[k (s )Zs”eﬁﬂDR(G) PM(s,3) =
23 2 sennpr(c) V1Kl v PT(T,s)=

]

]

[k](s) 5eHNDR(G) Z{p‘sH 1
2 EseHmDR Y[k (s )Z{FBSGHODR(G) 555} PT(T,s) =
2n ESEHODR 0)1/’[1€ (s)PM (s, H) > on ZseHﬁDRLG) Y[k ](S)PM(Hvﬁ) =
> u PM(H,H) Zse’}-[ﬂDR(G) VIk](s) = >oqy PM(H, H) Zs’gHﬂDR(G’) W[k](S/)N:
Yo Cwennpri VISV PMMH,H) = 30 ¥ cavnprien 'RV PM(s', H) =

ZAG’Nf Z{Flaéleﬁ 51581, L(T)=A}
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Z’H ZS/EHHDR(G’) wl[k](sl) Z{F\Eé’eﬁﬁDR(G’) PT(F, SI) =
2on ZS’E"rmDR(G’) CALIICY Zg/emeR(G/) Z{F‘ag/ s 55 PT(T,s") =

2on 2sennprer) ¥ k() Zg/emeR(G’) PM(s',5") = > geprian V'IFI(s) Zg’eﬁmDR(G') PM(s',8') =

ZS’EDR(G’) Eg/eﬁﬁDR(G/) ’(/Jl[k](S/)PM(SI7 §/) = Eg/e’gr‘wDR(G’) ZS,GDR(G/) w/[k](S/)PM(S/, §/) =
Zg’e’;mDR(G’) ¢k +1](5). O

s L3y

A.3 Proof of Theorem 7.1
Let # € (DR(G) UDR(G'))/z and s,5 € H. We have VA € (DR(G) UDR(G'))/r VA € INf s 5p H =

5 ip H. The previous statement is valid for all s,5 € H, hence, we can rewrite it as H ﬁ)p H and denote
PMa(H,H) = PMy(s,H) = PMa(5,H). Note that transitions from the states of DR(G) always lead to those
from the same set, hence, Vs € DR(G) PMa(s,H) = PMa(s,X N DR(G)). The same is true for DR(G").

Let ¥ = A;--- A, be a step trace of G and G’. We have IHy,...,IH, € (DR(G) UDR(G"))/r Ho A—ﬁpl

Hi i?7;2 e A#pn H,. Now we prove that the sum of probabilities of all the paths starting in every sq € Hg
and going through the states from Hi, ..., H, is equal to the product of Py,...,Pp:

Z HP Fl,SZ 1 HPMA i—1, )
=1

{l4,..., Fn\sog'--rﬂnsm L(T;)=A;, si€H; (1<i<n)} =

We prove this equality by induction on the step trace length n.
en=1

b

en—>n+1

{F1|sor$51, L(T1)=A1, s1€H1} PT(FI’ SO) - PMAl (807 Hl) - PMAl (IH07 Hl)

1
- [ PT(Ti,si0) =
{T1,.. 7]~—‘n7l—‘n+1|50_# —>Sn — Snt1, L(Ti)=Ai, si€M; (1<i<n+1)}

n+1
{Fn+l‘sn — Sn+1, L(Fn+1):An+17 Sn€EHn, Sn+1€Hn+1}

H?:l PT(F“ Sifl)PT(FnJrl, Sn) =
Lz, PT (T, si-1)

r, PT(Fn-i—l Sn) =
{Tnti1lsn Jls'rr{»ly L(Tni1)=Ant1, $n€Hn, Sny1€Hn11} 7
n
Hi:1 PT(FivSi—l)PMAnH(Sann-‘rl) =

(T1rTnlso™ DB £(T)=As, sicHs (1<i<n)} [Ii., PT(Ti,si—1)PMa, ., (Hn, Hnt1) =
PMA"“(H"’H"“)E{FI ..... Tplso 3 Dsn, L(T)=A;, si€H (1<i<n)} [Licy PT(Ts 5i1) =
PMa,,,(Hu, Hos1) 15y PMa,(Hi1, Ha) = [0 PMa, (i1, Ha).

Let s, 50 € Ho. We have PT(A;--- Ay, s0) =

(D1, Tsob B, L(0)=A;, s;€Hi (1<i<n)}

{l1,..., Fn|50g"'rgsnw L(Ti)=A;, si€H; (1<i<n)}

{l1,..., Fn|Sog'~FﬁnSm L(Ti)=Aq, si€H; (1<i<n)}

(T4, Dalso 3D, £(T)=A;, (1<i<n)} iy PT(T:, 5i1) =

EHI""’H" Z{Fl ----- Dplso s, L0)=A,, s;€H; (1<i<n)} [Ty PT(T, si-1) =
Yty Hims PMa,(Hio1, 1) =

T, T w PT(Ty,5i1) =
Lt Z{f ..... Tuls0 385, L(T)=Ai, 5:€H; (1<i<n)} [limy PT (T3, 5i-1)
> [[i, PT(Ts,8i-1) = PT (A1 -+ Ay, 30).-

{T1,....T, |50$ 5., £(T)=A;, (1<i<n)}
Since we have the previous equality for all sg, 59 € Ho, we can denote PT(Ay--- A, Ho) =
PT(A1 s An, So) = PT(Al tee An, 50).
By Proposition 7.1, ZseHﬁDR(G) P(s) = Zs,eﬂﬂDR(G/) Y’'(s"). Now we can complete the proof:
EsE’HﬁDR(G) Y(s)PT(Z,s) = Ese’HﬂDR(G) V(s)PT(E,H) = PT(3,H) ZSE’HODR(G) ¥(s) =
PT(EH) Y g ennpran ¥'(8) = Lyennpran V' (VPTEH) = Xgeunprian V' (8N PT(E, ). O
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